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Lectures on Pulsed NMR (2nd Edition). 

L. EMSLEY and A. PINES 

Materials Sciences Division, Lawre.nce Berkeley Laboratory, and 
Department of Chemistry, University of California - Berkeley, CA 94 720 

Introduction. 

These lectures are an expanded version of those given at the Fermi School in 
1986 and published in 1988 [1]. The combined lectures of the two authors at the 
present school encompass, first of all, the previous topics of multiple-quantum 
NMR, spin decoupling, interactions of spins with quantized fields, cross-polar­
ization, coherent averaging and zero-field NMR. Secondly, in addition to ex­
panding the discussion on some of the above topics, the present lectures treat 
several other topics (including some recent developments), among them new 
sample spinning techniques, group theory and molecular dynamics, unitary 
bounds on spin dynamics and geometric phases. Within the scope of this school 
it is impossible to provide a comprehensive treatment of all the topics above, 
and we apologize, therefore, in advance that we have omitted important con­
cepts and contributions from many workers in the field. Our hope is that we can 
provide a glimpse into some of the fundamental physics of pulsed NMR, with 
examples, mainly from our own laboratory, of the applications of modern tech­
niques to condensed-matter problems. 

1. - Multiple-quantum NMR. 

1 ·1. Dipolar couplings and molecular structure. - In high magnetic field, 
the dipolar coupling dik between two spins j and k on a molecule depends on the 
distance rik between the spins and on the angle 0 jk of the j-k vector relative to 
the field [2-5]: 

(1.1) dik - {<3 cos2 eik - l). 
rjk 

Measurements of time-averaged dipolar couplings from the NMR spectrum, 
therefore, can provide information about molecular structure and dynamics [6-

123 
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8]. Figure 1.1 illustrates the sensitivity of NMR spectra to structure by show­
ing an experimental spectrum of benzene oriented in a liquid crystal, as well as 
simulated spectra for different possible structures of symmetric six-carbon 
frameworks. This figure, provided by Z. Luz of the Weizmann Institute of Sci­
ence, demonstrates clearly how precise the determination of the authentic 
hexagonal structure is in this simple pedagogical case. 

1 ·2. Onset of spectral complexity. - The case of benzene, with six proton 
spins, exemplifies a resolved tractable spectrum of dipolar couplings [9, 10]. 
The situation rapidly becomes more complex, however, as the number of spins 
is increased. This effect is illustrated in fig. 1.2, also courtesy of Z. Luz. Be­
yond ten or so spins, depending on symmetry, the exponential increase in the 
number of NMR. transitions renders the spectrum intractably complex. The 

~LLLu_O 
Lfilh~ 

_,_LJJLllilli~LO 

-.__,._,,,.,_,.__,- '--'~'-' .__, . ..___. ... ~~-----$ 
_uKUluUvJJ~ 4> 

Fig. 1.1. - Experimental (exp) one-quantum proton NMR spectrum of benzene oriented in 
a liquid crystal, compared with simulated spectra of symmetric six-carbon structures. The 
isotropic spectrum, consisting of one line (bottom), is compatible with all these structures. 
(Courtesy of Z. Luz.) 
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j 

LLu-uJ 

Fig. 1.2. - Proton NMR spectra of oriented molecules with various numbers of spins. The 
spectral complexity increases exponentially with the size of the spin system. (Courtesy of 
Z. Luz.) 

case of eight spins is illustrated in fig. 1.3 and 1.4, which show the spectrum of 
n-hexane-d6 (methyl groups deuterated) in isotropic solution (fig. 1.3), where 
the dipolar couplings are averaged to zero (and where, at this resolution, the 
chemical shifts are essentially the same), compared to the spectrum of the same 
molecule oriented in a liquid crystal (fig. 1.4). 

• A rough estimate of the complexity can be made by looking at fig. 1.5, which 
shows the energy level diagram for a group of N coupled spins / = 1 /2 in high 
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1.4 1.2 1.0 0.8 0.6 0.4 0.2 
p.p.m. 

Fig. 1.3. - Proton NMR spectrum of n-hexane-d6 in isotropic solution. All protons have 
roughly the same chemical shift, and give one line at this level of resolution. The line at the 
right is from a TMS standard. (Adapted from Chem. Phys., 108, 179 (1986), with 
permission.) 

1------1 
1 kHz 

Fig. 1.4. - Proton NMR spin echo spectrum of oriented n-hexane-d6 (deuterated methyls) 
with deuterium spin decoupling, to be compared with the isotropic spectrum in fig. 1.3. 
Even for this system of eight protons, there are about· three thousand transitions, and the 
spectrum is intractable. (Adapted from Chem. Phys., 108, 179 (1986), with permis­
sion.) 
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Fig. 1.5. - Energy level diagram of a system of N coupled spins I = 1 /2 in high magnetic 
field. The groups of energy levels are characterized by the magnetic Zeeman quantum 
number M. The splittings in each group are due to chemical shifts and couplings between 
the spins. The solid vertical lines indicate allowed (~M = ± 1) one-quantum transitions 
and the dashed vertical lines depict some «forbidden» multiple-quantum (CJ.M = ±n, n = 
= 0, 1, ... , N) transitions. (Adapted from J .. Chem. Phys., 73, 2084 (1980), with permis­
sion.) 

field. The conventional one-quantum NMR transitions, shown as solid vertical 
lines, are subject to the selection rule 

(1.2) I ~Ml = 1. 

The number of energy levels with magnetic quantum number Mis (N/2: M) 
and, if one is restricted to transitions between neighboring M's, then 

(1.3) 

is an upper bound to the number of one-quantum transitions. For N = 4 this 
number is 56, for N = 8 it is 11440, and for N = 12 it is 2 496144 [11]. 

1 ·3_ Simplification by multiple-quantum transitions. - Having encoun­
tered the problem of spectral complexity, we may also discern in fig. 1.5 a possi-
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ble solution. The dashed vertical lines indicate multiple-quantum transi­
tions [12-18] in which several spins flip together subject to the general rule 

(1.4) 

As n, the number of quanta, increases, the number of transitions decreases 
and the spectra should, therefore, become simpler. Generalization of eq. (1.3) 
to n-quantum transitions yields 

and for zero-quantum transitions 

(1.6) 

Examining these expressions, we can see that the dependence of the number of 
transitions on N for high n ( n = N, N - 1, N - 2) is roughly 

(1.7) 

Thus the number of (N - 2)-quantum transitions is quadratic in the number of 
spins, and, since the maximum number of couplings is 

(1.8) 
N(N - 1) 

2 zd = 2. -N , 

the (N - 2)- and (N - 1)-quantum spectra should contain sufficient information 
to determine the djk . 

1 ·4_ Analogy to chemical isotopic labeling. - There are other ways to simpli­
fy spectra. One conceptually simple but synthetically demanding method is to 
isotopically label spins at selected positions in the molecule. For example, 
deuteration of all but two positions on a molecule dramatically reduces the num­
ber of lines in the proton spectrum and thus facilitates the direct determination 
of the dik's. We may then ask about the relationship of this simplification to the 
simplification realized in multiple-quantum spectra. Note that the number of 
isotopically substituted species with single labels is at most N and that the 
number of isotopically doubly labeled species is at most N(N - 1)/2, the same 
as the number of (N - 1)- and (N - 2)-quantum transitions, respectively. In ef­
fect, when we flip N - 1 out of N spins, the remaining spin (or, equivalently, 
the one labeled spin) can be in any one of.N positions. When we flip N - 2, the 
remaining two can be in N(N - 1)/2 configurations. Hence the (N - p)-quan­
tum spectrum is a superposition of spectra from all possible arrangements of p 
isotopic labels. 
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Fig. 1.6. - Multiple-quantum NMR spectra of oriented benzene, showing the progressive 
simplifications as the number of quanta increases from 1 to 6. The spectra were averaged 
over a range of preparation and mixing times. We can see one six-quantum transition, 
two five-quantum transitions and seven four-quantum transitions, as anticipated in the 
text. (Courtesy of G. DROBNY.) 

As an example, consider oriented benzene, whose one-quantum spectrum 
was shown in fig. 1.1. The 6-quantum spectrum should contain one line, since 
there is only one way to absorb six quanta and thereby flip all six spins. The 
5-quantum spectrum arises from, roughly speaking, flips of five spins in the 
field of a sixth. Since this last spin may be up or down, and since all positions on 
the molecule are equivalent, the 5-quantum spectrum should contain just one 
doublet. In general there will be a doublet for each inequivalent position or each 
different singly labeled species. Next we have the 4-quantum spectrum, which 
involves the flip of four spins in the field of the remaining two. These two can be 
ortho, meta, or para (the three doubly labeled isomers), so we expect three 
triplets (seven lines). Figure 1.6 clearly shows these predictions realized in the 
multiple-quantum NMR spectra of oriented benzene. 

1 ·5_ Obtaining multiple-quantum spectra. - Since multiple-quantum transi­
tions are not directly observable with an NMR coil, they must be detected indi­
rectly using coherence transfer [19, 20] by two-dimensional spectroscopic 
methods [5, 16]. The general scheme of such an experiment is 

(1.9) preparation( -r )-evolution( t1 )-mixing( -r' )-detection( t2) • 

During the time period t2 , direct detection of allowed one-quantum frequencies 
provides information about the multiple-quantum frequencies in the earlier 
time period t1 • Two-dimensional Fourier transform then yields a spectrum 
which contains the directly detected one-quantum spectrum parallel to the fre­
quency axis w 2 and the multiple-quantum spectrum parallel to the frequency 
axis w 1 • An example is shown in fig. 1.7. The multiple-quantum spectrum of 
fig. 1.6 is the · projection of such a two-dimensional spectrum, in absolute-value 
mode, onto the w 1 axis. Figure 1.7b) clearly shows the seven four-quantum lines 
of benzene and their connections to the one-quantum transitions. Note that, to 

9 - Rendiconti -S.l.F. - CXXIII 
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Fig. 1.7. - Contour plot of the two-dimensional multiple-quantum spectrum of oriented 
benzene and expansion of the four-quantum region. These plots show how coherence is 
transferred between the multiple-quantum evolution period (vertical axis) and the one­
quantum detection period (horizontal axis). The preparation and mixing times were nine 
milliseconds .. (Courtesy of G. DROBNY.) 

obtain uniform multiple-quantum intensities, multiple-quantum spectra . are 
typically averaged over a range of values of the preparation time 
-r(= -r')[21]. 

I '6. Theory of multiple-quantum NMR: preliminaries. - Since we will be 
interested only in the multiple-quantum spectrum, that is, the projection onto 
the w 1 axis, we need detect just the integrated w 2 signal, which is given by the 
value of the magnetization at the first point in t2 • Furthermore, since the sys­
tem usually begins in equilibrium at high temperature and in high field, where 
its density operator is proportional to /z, we shall find it convenient to monitor 
Iz at t2 = 0 following the mixing. This formulation, outlined in fig. 1.8, frames 
the problem in its most symmetric form with no loss of generality. U is the 
preparation propagator, V(t1) the evolution propagator, and U' the mixing 
propagator. The value of_ (/z) is detected at t2 = 0 as a function of t1 . For simplic­
ity of notation, we suppress the subscript in t1 and write t, since only this one 
dimension will be relevant to the remaining discussion. 
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elOJ-I,1 f detect I, 

Fig. 1.8. - Timing diagram for basic multiple-quantum sequence. The multiple-quantum 
coherences are prepared from an initial high-temperature equilibrium state p(O) ~ Iz by 
the propagator U(-r); they evolve under the propagator V(t1 ), and after mixing by U'(-r') 
they are detected indirectly as z magnetization. This scheme is analogous to detecting x 
and y components in t2 by adding or omitting pulses from U' . By using different U' , 
qu_adrature phases can be detected in t1 • 

In general [22, 23], the initial quantum statistical state of a system is charac­
terized by a density operator p(O), which we depict as a ket Lc(O)) (and its dual 
bra ( p( 0) I ) in Liouville space. Under the influence of the propagator U(t) the 
system develops into a state I p(t)), i.e. 

(1.10) I p(t)) = U(t) I p(O)). 

Diagrammatically, this transformation looks as follows: 

(1.11) 
U(t) 

I p(O)) ~ I p(t)). 

U(t) is a superoperator [24], or superpropagator, which we shall continue to 
term propagator for short. (This usage should be distinguished from the propa­
gator U(t) that acts on quantum-mechanical kets in Hilbert space; context will 
normally render this distinction evident, but, for clarity, superoperators will be 
denoted in bold type.) U(t) is derived from the Hamiltonian superoperator or 
Liouvillian H by 

(1.12) 

where T is the Dyson time-ordering operator [25]. 
We recall that the density operator 

(1.13) 

is the ensemble average of the projectors of the states ,.J; for the constituent 
members of the ensemble, and furthermore that the ensemble average expecta­
tion value of any observable Q (what we measure or observe) is given by 

(1.14) ( Q) = Tr { pQ} = ( p I Q) , 
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where 

(1.15) (A I B) = Tr {At B} 

is the scalar product in Liouville space. 

L. EMSLEY and A. PINES 

1'7. Multiple-quantum signal. - We shall be concerned with the detection of 
the normalized signal (Jz) as a function of the evolution time t which yields the 
multiple-quantum free-induction decay j(t) which will contain -r and -r' as pa­
rameters. In the superoperator notation, the state of the system I p(t)) at the 
end of the mixing in the scheme of fig. 1.8 is given by 

(1.16) I p( t)) = U' ( -r') V( t) U( -r) I p( 0)). 

If we now assume a high-temperature, high-field equilibrium initial condi­
tion (26], 

(1.17) lp(O)) = l/z), 

and detect (/z), then eq. (1.16) yields the multiple-quantum free-induction 
decay 

(1.18) 
(Jz IU'(-r')V(t)U(-r)IJz) 

j(t) = (/z l/z) 

Henceforth, we assume the signal to be normalized ((/z llz) = 1), so that 

(1.19) 

So now you see the general rule with superoperators: begin on the right 
with a ket for the original state, propagate from right to left, and end on the left 
with a bra for the detected state. From eq. (1.19), given the Hamiltonians for 
the three periods (-r, t, -r'), j(t) can be evaluated, and from the Fourier trans­
form of this signal the multiple-quantum spectrum can be obtained. Let us ex­
amine some examples. 

1 "8. Special case: one-quantum FID point by point. - First we consider a 
«normal» one-quantum free-induction decay (FID) within the framework of fig. 
1.8 and eq. (1.19). In such a normal FID, the transverse magnetization, say (Ix), 
is detected directly. However, we assume that the experiment is performed in a 
silly way, indirectly and point by point, by making U(-r) a (rr/2)y pulse, U'(-r') a 
(rr/2)-fi pulse, and then detecting (/z). This procedure is equivalent to detecting 
(Ix) vs. t. The scheme of fig. 1.8 then becomes 

(1.20) 

where P and pt are the rr / 2 pulse superoperators. We now insert these expres­
sions into eq. (1.19) and expand in a basis set of kets in Liouville space. Several 
basis sets may be considered, such as fictitious spin operators (2, 27-29], prod­
uct operators [30-33], spherical tensors or multipole operators (34], and eigenop-



LECTURES ON PULSED NMR (2ND EDITION) 133 

erators [16]. The non-Hermitian eigenoperators of V(i), I j) (k I, are in fact par­
ticularly well suited to these problems. For j ~ k these correspond to coherences 
and for j = k they correspond to populations. We represent the eigenoperators 
of V(t) as kets written I j - k ), so that 

(1.21) V(t) I j - k) = exp [ -iwikt] I j - k), 

where w jk is the frequency of the transition between eigenstates j and k of the 
(time-dependent) evolution Hamiltonian~ Hence, we have 

(1.22) f(t) = (Jz !Pt V(t)P IIz) = ~ (Jz !Pt U- k)(j- k jV(t) U- k)(j- k IPIIz) • 
j,k 

We now use eq. (1.21) and evaluate the other matrix elements in eq. (1.22), 
for example, 

where Ixjk is the (j, k)-th matrix element of the operator Ix. In this way we ob­
tain the well-known result 

(1.24) 

with its Fourier transform 

(1.25) 

giving the spectrum of (Ix I Ix ( t)) the time autocorrelation function of Ix [35]. 
This spectrum yields the . one-quantum frequencies, since I xjk ~ 0 only for one­
quantum transitions; consequently, we term. Ix a one-quantum operator. An im­
portant point to note is that all lines in the spectrum have · the same phase be­
cause of the appearance of squares of the_ absolute magnitudes of (PizPt)ik = 
= Ixjk· 

1"9. General case: multiple-quantum FID. - We now expand eq. (1.19) in 
the jj - k) basis set for general U, U' to obtain 

(1.26) f(t) = (/zlU'(r')V(t)U(-r)IIz) = 

= ~(Iz IU'(-r')jj- k)(j- k!V(t)lj- k)(j- kjU(r)IIz) = 
jk 

where 

are the effective preparation and mixing operators. These operators, ho:wever, 
are multiple-quantum operators, unlike Ix. As a consequence, the phases vary 
from line to line since Uz ( - TI )kj Uz ('r ))jk are, in general, complex numbers. 
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AB an example, consider the simplest and most widely used multiple-quan­
tum sequence, the three-pulse sequence 

(1.28) ( E) --r-( 5-. )_ -t-( E) -detect(Ix). 
2 y 2 y 2 y 

In the present framework, if the detection is to be matched to the preparation 
so that -r = -r', then an additional (n:/2)11 pulse must be inserted a time-rafter the 
third (n:/2)y to create 

(1.29) U(-r) = U' (-r). 

Here both U and U' derive from the Hamiltonian Hxx, transformed by the y 
pulses from the normal bilinear (e.g., dipolar) Hamiltonian Hzz. 

Inserting eq. (1.29) into eq. (1.26) yields 

(1.30) 

Note that we have ( ... )2 not I ... 1
2 for the matrix element in eq. (1.30). For 

closely spaced multiple-quantum lines, the arbitrary phases will cause a cancel­
lation of intensity, a crucial problem in complex molecules and solids that is il­
lustrated schematically in fig. 1.9a). 

no. Time-reversal (conjugate) detection. - One solution to the phase prob­
lem mentioned above follows from the realization that the integrated intensity 
of the multiple-quantum frequency spectrum is given by the first point, f(t = 
= 0), of the free-induction decay, i.e. 

(1.31) 

a.,) 

11 

Fig. 1.9. - Effect of time-reversal detection. In a), the propagators U and U' are not 
conjugate (for example, U = U' in the three-pulse multiple-quantum experiment 
(x-,-x-t1-x-tz)), and the uncorrelated phases of nearby transitions can reduce the integrated 
intensity. In b), with time-reversal detection, U = U't and the lines are all in phase, thus 
restoring the full intensity. 
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Clearly, if we ensure that 

(1.32) U' C,r') U(-r) = 1, 

135 

then we can recover the full intensity as in a spin echo [36], and all the lines will 
be necessarily in phase [37]. This phasing happened naturally in the one-quan­
tum case of eq. (1.24), and for the multiple-quantum case the same effect can be 
achieved if the Hamiltonian for the preparation period -r is the negative of that 
for the mixing period -r ', namely 

(1.33) U' (-r I ) = c;t (-r) . 

Given eq. (1.32), we can evaluate eq. (1.26) as 

(1.34) f(t) = L l(Iz(T)jdl exp[-iwjkt] 
jk 

to yield «in-phase» lines with the maximum integrated intensity, as depicted 
schematically in fig. 1.9b). (We shall see later that a more general condition, allow­
ing all lines within a multiple-quantum order to be in phase, is also possible.) 

1'11. Effect of phase shifts. - Consider the effect of a phase shift of 9, i.e. a 
rotation by 9 around the z-axis. For example, if U('r) derives from a secular 
(high-field) Hamiltonian plus r.f. pulses, then such a phase shift is induced by 
changing the phases of all r.f. pulses by 9. We define 

(1.35) U,, = RJ (9) URz(?), 

where Rz (?) is a z rotation superoperator 

(1.36) 

and we see that its effect on the eigenoperators is 

(1.37) 

where 

(1.38) 

is the number of quanta, or order, of the coherence or transition j-k. Thus a 
phase shift of ? in any radiation that induces multiple-quantum transitions 
will be «seen» by an n-quantum transition as n9 [29]. 

Suppose we now perform a multiple-quantum experiment with time-reversal 
detection as in subsect. 1'10. but modify eq. (1.33) to obtain 

(1.39) 

so that the phase of the preparation sequence is shifted by 9. Inserting this propaga­
tor into eq. (1.26) and using eq. (1.37), we find that eq. (1.33) now becomes 

(1.40) f,, ( 0) = L I / z ( -r )ik I 2 exp [ - iw jk t] exp [ - irpnik] . 
jk 
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Fig. 1.10. - Deuterium energy levels in the laboratory frame showing the splitting of the 
one-quantum transitions by the electric-quadrupole interaction . 
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Fig. 1.11. - Double-quantum free-induction decay of deuterium in solid benzene-d1 doped 
(10%) into benzene at - 40 °C, with proton decoupling. In contrast, the normal one-quan­
tum deuterium free-induction signal decays in tens of microseconds. (Courtesy of S. 
VEGA.) 
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Thus each complete n-quantum spectrum is phase shifted by n(f!. For t = 0, we have 

(1.41) 

so the integrated intensities of the multiple-quantum spectra for each -r may be 
determined by Fourier transformation with respect to rp. This determination 
may be made more efficiently by varying q; proportionately to -r to yield the full 
-r-dependence of the n-quantum intensities in one experiment [38]. 

1 ·12. Time-proportional phase incrementation (TPPI). - The phase behav­
ior above provides a convenient way to separate multiple-quantum coherences 
from each other (as shown, for example, in the benzene spectrum of fig. 
1.6) [39, 40]. In eq. (1.40), if we set 

(1.42) q; = /),,cvt , 

then we have 

(1.43) 

so each n-quantum line is shifted by n/),,w, thereby allowing a clear separation of 
orders in one experiment. 

1 ·rn. Double-quantum NMR in solids. - One area where double-quantum 
NMR has played a particularly useful role is in spin I = I systems, e.g. deuteri­
um. The appropriate energy level diagram is depicted in fig. 1.10. Owing to 
electric quadrupolar coupling the nonspherical deuterium nucleus experiences 
an orientation-dependent splitting of its resonance lines leading to broad pow­
der signals ( - 100 kHz) in solids. This inhomogeneous broadening obscures the 
small chemical shifts, a problem that can be overcome by detecting the double­
quantum spectrum [ 41, 42] (transitions between M = ±I), which is unencum­
bered by electric-quadrupole broadening. This approach allowed the first mea­
surement of the chemical-shielding anisotropy (- - 6 p.p.m.) of hydrogen in ben­
zene [27]. An example of these effects is provided in fig. 1.11 and 1.12, which 
show the double-quantum free-induction decay and spectrum of solid benzene­
d1 . The double-quantum coherence was prepared by irradiating the center of 
the spectrum with a weak pulse, for which the r.f. amplitude w 1 is much less 
than the quadrupole coupling w Q, reso~1ant only with the double-quantum tran­
sition at w O • The effective rr / 2 pulse is then characterized by the condition 

(1.44) 

where -r is the pulse length. We shall expand on this idea later when we get to 
double-quantum decoupling in subsect. 3·3 and double-quantum excitation in 
subsect. 4 ·s. 
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-5 0 5 
a- (p.p.m. from C6 D6 ) 

Fig. 1.12. - Fourier transform of the signal in fig. 1.11, showing the chemical-shift 
anisotropy of deuterium in benzene-d1 . The left edge of the spectrum corresponds to the 
benzene plane normal aligned with the magnetic field; the right peak corresponds to the 
perpendicular direction. (Courtesy of S. VEGA.) 

The double-quantum transition of a single spin / = 1 is analogous to the full 
N-quantum spectrum of N coupled spins I = 1 /2. We recall that the N-quantum 
spectrum arises from just one transition, unaffected by any spin-spin coupling. 

1'14. Double-quantum spin locking. - Spin locking is a widely used tech­
nique for extending the lifetimes of coherences in the rotating frame, and is es­
sential in various relaxation and cross-polarization experiments. It can be per­
formed by applying a (-rr/2)y r.f. pulse to the z magnetization, and then shifting 
the r.f. phase by r. /2 to x while irradiating continuously. The magnetization is 
thus aligned along the r.f. field and hence the term locking. The decay of the 
magnetization order now depends on spin-lattice processes in the rotating 
frame. An appealing question is whether one can lock double-quantum coher­
ence in a similar fashion, even though the one-quantum spectrum may be ex­
tremely broad. In other words, can we create double-quantum coherence and 
then apply radiation to lock it? Suppose the double-quantum coherence is pre­
pared with a weak pulse applied at the center of resonance. From the discussion 
in sub sect. n 1 we know a r. / 4 phase shift in the radiation is needed to deliver 
an effective phase shift of r. / 2 to the double-quantum transition. A pictorial 
representation of this behavior appears in fig. 1.13. The dipolar one-quantum 
coherences of fig. 1.13a) act like vectors (i.e. first-rank tensors), which are 
shown in the diagram as Px and Py orbitals that are created from a Pz orbital rep­
resenting the equilibrium magnetization. In these circumstances, a r: / 2 phase 
shift takes Px into Py. The quadrupolar double-quantum coherences of fig. 1.13, 
however, act like second-rank tensors or dx2-y2 and d.--cy orbitals. A ,. / 4 phase 
shift interchanges these orbitals, whereas a 7r / 2 phase shift changes their 
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z 

X 

b) z z 

Fig. 1.13. - a) Symmetry of one-quantum dipole operators (analogous to p orbitals). They 
transform like vectors: a phase shift of rr / 2 interchanges Px and Py , and a phase shift of rr 
changes their signs. b) Symmetry of double-quantum, quadrupole operators (analogous to 
Pz, dxy and dx2-y2 orbitals) involved in the fictitious spin I = 1 /2 double-quantum transi­
tion± 1 in fig. 1.10. The Pz orbital corresponds to z magnetization, and the two in-plane or­
bitals, corresponding to double-quantum coherence, transform like second-rank tensors: a 
phase shift of rr / 4 interchanges dxy and dx2 -y2, and a phase shift of rr / 2 changes their 
signs. (Courtesy of J. MURDOCH.) 

8 

0 1.0 2.0 
-z;(ms) 

3.0 

Fig. 1.14. - Double-quantum spin locking of deuterium in solid benzene-d1 . A «soft» rr/2 
pulse was applied at the ± 1 transition to create double-quantum coherence. The r.f. phase 
was then shifted by rr / 4 to spin lock the coherence for a prolonged period; the coherence 
was detected by a strong pulse which transformed it into observable one-quantum magne­
tization. (Courtesy of S. VEGA.) 
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sign [43]. (Here recall our earlier discussion (subsect. no) of time reversal.) 
The extension of a double-quantum free-induction decay time from a few 

hundred microseconds to a few milliseconds by a spin-locking experiment of 
this sort is shown in fig. 1.14. The technique has been used in double-quantum 
cross-polarization of broad deuterium and 14N resonances in solids [27, 28]. A 
related technique involves the cross-polarization of the 14N overtone [ 44]. 

Of course, these types of coherences do not occur exclusively in spin sys­
tems, but rather they are a general manifestation of the superposition of sta­
tionary states, which results in real or fictitious multipolar oscillations. For 
example, as shown in fig. 1.15, a coherent superposition between the r./Jo and the 
r./; 1 states of a one-dimensional harmonic oscillator exhibits «dipolarlike» oscilla­
tions, and a coherent superposition between the r./Jo and r./; 2 states exhibits 
«quadrupolarlike» oscillations as the superpositions evolve between the ± com­
binations [ 45]. 

1"15. Molecular structure by multiple-quantum NMR. - In our previous 
discussions of multiple-quantum NMR, oriented benzene served as a conve­
nient pedagogical prototype. Another example, perhaps closer to «real life», is 
given in fig. 1.16, which shows the normal one-quantum spectrum of a 
cyanobiphenyl liquid-crystal molecule containing 8 protons [18]. The result is to 
be contrasted with the six-quantum spectrum in fig. 1.17, where an analysis of 
the spectrum in terms of dipole couplings may be made to study the structure 
and dynamics of this flexible molecule. Using the structure 

C5D11-Qe-OcN 

It ) I 
5 kHz 

Fig. 1.16. - One-quantum NMR spectrum of the nematic liquid crystal p-pentyl-p­
cyanobiphenyl-du (5CB) at 26.0 °C. The total frequency bandwidth is 50 kHz. (Adapteci 
from Mal. Phys., 53, 333 (1984), with permission.) 
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b) 

c) 

Fig. 1.17. - Six-quantum spectrum of 5CB, to be compared with fig. 1.16. This spectrum 
could be analyzed to yield the order tensor as well as the structure and dynamics of the 
biphenyl group. The lower plots are simulations (stick spectrum and slightly broadened 
spectrum) based on this structure assuming Dz symmetry for the spin Hamiltonian. The 
total frequency bandwidth is 44.2 kHz. Several spectra with different mixing times were 
used to obtain more uniform intensities for the lines. (Adapted from Mol. Phys., 53, 333 
(1984), with permission.) 

with jumps between the four equivalent conformations, the five-quantum spec­
trum can also be simulated, and this spectrum is compared with experiment in 
fig. 1.18. 

A further application of multiple-quantum methods combines multiple­
quantum filtering with two-dimensional correlation spectroscopy to investigate 
randomly deuterated molecules in liquid crystals. This method allows a separa­
tion of the different proton-containing isotopomers in situations where the nor­
mal proton spectra might be too complex (recall, for example, hexane-d6 in fig. 
1.4). An example of such simplified spectra, obtained for 80% randomly deuter­
ated hexane, is shown in fig. 1.19 [ 46]. Spectrum 1.19a) was obtained with the 
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a,) 

b) 

c) 

Fig. 1.18. - Five-quantum spectrum of 5CB showing the onset of complexity as we 
progress (or regress) from six quanta (fig. 1.17) towards one quantum (fig. 1.16). The sim­
ulation in the lower plots was produced from the structural and dynamic parameters de­
rived from the six-quantum spectrum. The total frequency bandwidth is 62.5 kHz. Here, 
too, spectra from a range of preparation and mixing times were averaged together. 
(Adapted from Mol. Phys., 53, 333 (1984), with permission.) 

pulse sequence 

(1.45) ( E) -ti-( E) -T1 -it'x-~ -( !E..) - T2 -irx- •2 -sample' 
2,; 2 9 2 2 2x2 2 

where 9 is incremented in 90° steps while alternating the detector phase between 0' 
and 180° and increasing -r 1 after every fourth shot to reduce contributions from 
three-spin systems. Spectrum 1.19b) was obtained with the sequencE 

(1.46) 

where ? and the detector are again cycled. In this way, all 16 dipolar coupling~ 
of oriented hexane have been determined and assigned to positions on thE 
molecules. Note that hexane is a formidable spin system, with 14 strongly cou-
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pled protons, and that its conventional spectrum is considerably more complex 
than that shown in fig. 1.4. This technique can help determine conformational 
dynamics of flexible molecules of this kind [47, 48], and may be extended to 
molecules of biological interest. 

1 ·16. Selective n-quantum excitation. - High n-quantum transitions, though 
desirable, are generally of annoyingly low intensity. This problem can be partly 
overcome, however, by selective n-quantum excitation, in which a phase-shift­
ed string of sequences with propagators U,, is concatenated [16]. The total prop­
agator UT is given by 

(1.47) 

with each U,, obtained from a basic U0 by the transformation of eq. (1.35). If q; = 
= 211:/n, then only n-quantum operators survive in the overall propagator, there­
by making the propagator n-quantum selective. However, in order for this se­
lectivity to be achieved, U must contain n-quantum operators. One approach is 
to construct a «sandwich» 

(1.48) 

where U describes a brief excitation and Q and Qt describe a pair of lengthy se­
quences, related by time reversal, which induce multiple-quantum operators in 
U. An example of selective excitation of the 4-quantum spectrum of oriented 
benzene is shown in fig. 1.20. 

Selective excitation can be viewed in the frequency domain as shown in fig. 
1.21 and 1.22. Two-quantum excitation involves phase shifts of 211:/2 = rr, i.e. 
0, 11:, 0, 11:, 0, 11:, ...• This operator is symmetric in time and yields a symmetric 

a,) 

b) 

n=O .:6 

Fig. 1.20. - Multiple-quantum NMR spectra (ensemble averaged over a range of, values) 
of oriented benzene a) with normal nonselective broad-band excitation and b) with four­
quantum selective excitation. Selective n-quantum excitation enhances the n-quantum in­
tensity, which, under nonselective excitation, may be low owing to the statistically low 
probability of absorbing many quanta. (Adapted from J. Chem. Phys., 74, 2808 (1981), 
with permission.) 

10 - Rendiconti S.l.F. - CXXIII 
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fl 
t 
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2-qua,ntum 
process 
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L. EMSLEY and A. PINES 

Fig. 1.21. - Symmetry of two-quantum selectivity by rr phase shifting. The first resonant 
process involves one quantum each from the upper and the lower sidebands. (Adapted 
from Adv. Magn. Reson., 11, 111 (1983), with permission.) 

t 
2 

3-quantum 

===·:S==== process 

fl 
t 
I 

Fig. 1.22. - Symmetry of three-quantum selectivity by 2rr/3 phase shifts. The sidebands 
are now asymmetrically disposed about the resonance, and the first resonant process in­
volves two quanta from the lower sideband and one from the upper sideband. (Adapted 
from Adv. Ma,gn. Reson., 11, 111 (1983), with permission.) 
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nearest sideband structure about the resonance at cv 0 in fig. 1.21. The first reso­
nant process is a 2-quantum transition involving one photon from each side­
band. The phase shifts of 21r/3 for 3-quantum excitation yield the sequence 
0, 21r/3, 41r/3, 0, 21r/3, 41r/3, ... with the asymmetrical nearest sideband dispo­
sition shown in fig. 1.22. The first resonant process must now involve two pho­
tons from one sideband and one from the other. Bear in mind that this is a linear 
Fourier argument for the obviously nonlinear process of multiple-quantum ex­
citation, so it is wrong in general. Nevertheless, it prescribes the correct sym­
metry and is useful if carefully applied. 

n7. Multiple-quantum NMR in solids. - Time-reversal detection as de­
scribed in subsect. 1'10 is necessary in solids because the transition frequencies 
are distributed almost continuously. Consequently, there is an essentially com­
plete cancellation of intensity if the phases of the line are random, as in fig. 
1.9a). An alternative view of the same problem is depicted in fig. 1.23. Suppose 
we use the normal three-pulse sequence of eq. (L28) to excite and observe mul­
tiple-quantum transitions in a solid. The integrated intensity of the multiple­
quantum spectrum is given by the initial amplitude of the magnetization sampled 
in t2 when t1 = 0. But in a solid, after long -r the magnetization will have decayed 
to zero and hence little or no multiple-quantum intensity will be observed. 

JtJ
--::--: 

II I 
II I 
II I 
II I 
II I 
II I 

I II I 
I II I 

II ~-----------

Fig. 1.23. - Pulse sequence for the three-pulse multiple-quantum scheme. If t1 = 0 in a 
solid and -:- is longer than the solid FID time, the signal is zero; hence the integrated multi­
ple-quantum intensity will be zero as well. This illustration presents another view of the 
problem outlined in fig. 1.9. 

Using the appropriate time-reversal detection, however, we can indeed ob­
tain solid-state spectra with high n, in excess of 100 quanta [17]. An example of 
a suitable time-reversal excitation experiment is shown in fig. 1.24. The two 
pulses of this simple excitation sequence are replaced by a train of pulses whose 
average Hamiltonian (see sect. 2) is given by 

(1.49) 
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where DQ denotes a pure double-quantum operator. The nonsecular Hamiltoni­
an Hxx was mentioned in subsect. 1·9_ 

If the phases of the x and x r.f. pulses in the lower sequence of fig. 1.24 are 
all shifted by 1r / 2 to y and y pulses, then we simply exchange the x and y in­
dices in eq. (1.49) and obtain 

(1.50) 

Hence, from eq. (1.12), the unitary propagator U is shifted to its adjoint 

(1.51) 

as required for detection by eqs. (1.33) or (1.39) for use with TPPI. 

X X X X -X -X -X -X 

Fig. 1.24. - By replacing the pair of pulses with the lower pulse train and employing phase 
shifting, time-reversal detection can be used to recover the full multiple-quantum intensi­
ty in a solid. 

Figure 1.25 shows multiple-quantum spectra obtained in solid hexamethyl­
benzene for different preparation and mixing times -r with the lower sequence of 
fig. 1.24 [18]. Solid hexamethylbenzene is an essentially infinite network of cou­
pled spins, so we expect the multiple-quantum absorption to increase continu­
ously with -r. If at any given -r we consider that a finite cluster of N spins has be­
come involved, then, from eq. (1.5), the integrated intensity of the n-quantum 
transitions should go approximately as 

(1.52) Zn= ~ -- exp[-n 2 /N] ( 
2N ) 4N 

N+n yii; 

according to Stirling's approximation for large N and n « N. So we expect a 
roughly Gaussian distribution of intensities, a prediction borne out well in fig. 
1.26, where even-ordered multiple-quantum spectra from a finite cluster of 21 
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66 µs 

I I I I I I I I I I I I I I I I I t It I I I I I I I I I I I I I I 

0 8 16 24 32 0 8 16 24 32 

198µs 594µs 

~ 
I I I It I I I I I I I I I I I I I I I I I I I I I I I I I I I I I 

0 8 16 24 32 0 8 16 24 32 

I I I I I I I I I I I I I JI I I 1 I I I I I I I I I I I I I 1 I I 

0 8 16 24 32 0 8 16 24 32 

792 µs 

I 1 1 I 1 1 It I I I I I I I 1 I I I I I e I I 1 1 I 
0 8 16 24 32 40 48 56 64-

n(no. of quanta) 

149 

Fig. 1.25. - Multiple-quantum spectra of solid hexamethylbenzene obtained using the 
lower pulse sequence in fig. 1.24, with overall preparation and mixing times , ranging 
from 66 to 792 tJ-S. (The lowest trace, 792 p..s, is expanded vertically.) AB , increases, more 
and more spins are correlated and more and more quanta are involved. In excess of one 
hundred quanta have been observed in this way. (Adapted from J. Chem. Phys., 83, 2015 
(1985), with permission.) 

spins are shown. The time dependence of the Gaussian width, also shown in fig. 
1.26, can provide information on the distribution of atoms in materials, as de­
picted schematically in fig. 1.27. This method should be particularly useful for 
the study of clusters and, indeed, preliminary results have been realized in a 
number of cases, including inorganic solids, molecules in zeolite cavities [ 49], 
hydrogen in amorphous semiconductors [50] and atoms and molecules on sur-
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a) b) 

1.00 ~ 24 
·5. 
en 

0.75 
--c:, 

18 (I) ..... 
ro 

Q) 
.... .... 12 0 
u 

c_ 
0 
.... 6 (I) 

,.Cl 

s 
::s 
i::: 

0 2 4 6 8 10 0 1200 2400 3600 
n (number of quanta) preparation time r (µs) 

Fig. 1.26. - a) Multiple-quantum spectra of liquid crystal 5CB (containing 21 protons) 
showing a Gaussian distribution of intensities. b) Number of correlated spins N(,)( = max­
imum number of quanta) as a function of the preparation and mixing times • in 5GB. N(,r) is 
extracted from an analysis of the Gaussian intensity distribution of a) as a function of •. 
The plateau at 21 indicates that these molecules contain isolated clusters of 21 proton 
spins. (Adapted from J. Am. Chem. Soc., 108, 7447 (1986), with permission.) 

d 
~ 

C: 
cl 
::, 
t)-

.... 
0 

0 
C: 

isoiatea, clusters coupt,ea, ct,usters continuous a,istribution 

time 

Fig. 1.27. - Schematic of N( ,), the number of correlated spins or maximum number of 
quanta, as a function of preparation time • for various distributions of spins. This type of 
behavior has been observed in a variety of systems, including molecular crystals, 
molecules in zeolites, liquid crystals, absorbed species on surfaces and hydrogenated 
amorphous semiconductors. 
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160~--------------

,•o 

0 0.5 2.0 2.5 

Fig. 1.28. - Fits of multiple-quantum dynamics models to data for CaH2 , representing a 
3D system, and diamond powder, representing a surface or 2D system of hydrogen: 
o CaH2 , + diamond powder. The solid line refers to a 2D model while the dotted line repre­
sents a 3D model. (Adapted from J. Phys. Chem., 96, 8125 (1992), with permission.) 

faces. For example, fig. 1.28 shows experimental results which allow a determi­
nation of the dimensionality of the system under consideration. In this case the 
growth of multiple-quantum coherence in the protons in a three-dimensional 
system (CaH2) can easily be discriminated from the growth in the two-dimen­
sional diamond powder system [51]. For extended coupled-spin systems, the 
more rigorous approach of Lacelle is to be preferred [51bis]. 

1 ·18. Selection rules in multiple-quantum dynamics. - If the pure double­
quantum Hamiltonian eq. (1.49) is used for preparation and detection, then for 

1
c( 0) = Iz only even-quantum transitions are excited. If we characterize the dy­
namical evolution of the system by the number of spins N and the number of 
quanta, or coherence order, n, then the dynamical selection rules 

(1.53) !::i.N = ± l and !::i.n = ± 2 

are imposed. With_ the initial condition for p(0) = Iz 

(1.54) N= 1, n = 0, 

the states (N = 4, n = 4), (N = 8, n = 8), ... are not accessible, i.e. we have the 
surprising consequence that it should not be possible to observe 4-quantum co­
herence in a 4-spin system, etc. [52]. Multiple-quantum dynamics studies have 
recently been extended by means of Monte Carlo techniques [53, 54]. 

1 "19. Total coherence transfer. - Techniques related to multiple-quantum 
NMR are frequently useful for heteronuclear spectroscopy in isotropic liquids. 
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For example, to obtain narrow NMR spectra in the presence of inhomogeneous 
magnetic fields or susceptibility broadening. One technique, termed SHARP, 
uses echoes during the evolution of 13C or 15N coherence in the presence of cou­
pled protons [55, 56]. This procedure should be useful in spatially selective 
NMR of heteronuclear systems with two r.f. coils, in particular where the rele­
vant spatial region is in an inhomogeneous field or broadened by magnetic-sus­
ceptibility effects. An example, shown in fig. 1.29, demonstrates a simple ver­
sion of spatial selectivity and high resolution with a surface coil on tubes con-

a,) 

b) 

c) 

d,) 

-2500 

8 ---

0 
frequency (Hz) 

2500 

Fig. 1.29. - High-resolution surface coil experiment on two capillary tubes A + B placed 
on axis at 2 and 4 mm from the coil. Tube A contained 3 tJ,l of a 13C-enriched alanine solution 
and B contained 2 !J-l 13C-enriched ethanol. a) 13C spectrum illustrating the inhomogeneous 
field. b) High-resolution SHARP spectrum, nonselective, implemented as described in the 
text. c) High-resolution SHARP spectrum, pulse times set for selectivity at A. d) SHARP 
spectrum, pulse times set for selectivity at B. (Adapted from J. Am. Chem. Soc., 107, 
7193 (1985), with permission.) 
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taining ethanol and alanine. The pulse sequence used for this experiment was 

(1.55) 

where x( 4t1 /5) implies continuous irradiation and the± indicate that signals 
from experiments differing by 180° in phase are subtracted to further suppress 
nonsatellite peaks. 

1 ·20. Bilinear rotation pulses. - A further use of heteronuclear multiple­
quantum coherence in heteronuclear spectroscopy in isotropic liquids is bilinear 
rotation decoupling (BIRD) (57], a method for the homonuclear decoupling of 
protons in weakly coupled liquid spin systems, which can be thought of as fol­
lows. Suppose a hard 1r pulse is applied to all protons and a 1r pulse is then ap­
plied to directly coupled 13C-1 H pairs. This selective pulse restores to + z all 
protons spins coupled directly to 13C. The net effect is to invert all other spins, 
thus enabling them to be decoupled. 

A pulse sequence that induces the bilinear rotation is 

(1.56) 
{

J(1H) ( f )-f-11:-f-( f). 
S (13C) 1r 

If the Hamiltonian for the coupled 1-S system is H 1s = JlzSz, then eq. (1.56) 
produces a propagator of the form U(-r) = exp [ -i2n-rJlySz]. For -r = 1/J this 
propagator is a 1r pulse only for the directly bonded (satellite) protons. Bilinear 
rotation sequences have also been used in a variety of experiments in liquids to 
discriminate between one-bond and long-range couplings (58]. 

2. - Coherent-averaging theory. 

2·1. Introduction. - A recurring theme throughout these lectures is the re­
quirement for the preparation or evolution of a system under a specified Hamil­
tonian or under a Hamiltonian with a particular symmetry or transformation 
properties. For example, in decoupling we attempt to make the effective cou­
pling Hamiltonian zero. In multiple-quantum spectroscopy of _ solids we re­
quired a time-reversed detection with H - Hxx - Hyy. It is clearly necessary on 
many occasions to implement a specific desired Hamiltonian, perhaps different 
from the natural unperturbed Hamiltonian of the system. In other words, 
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whereas the system might naturally evolve under its propagator U(t), 

_ ~ 1--(t)) 

lp(O))~ l;(t)) (2.1) 

we apply a perturbation so that the system evolves under a different propaga­
tor U(t), due to a Hamiltonian H, arriving perhaps at a different state at time t. 
The perturbation needed may be a sequence of pulses or a mechanical rotation. 
For incoherent perturbations U(t) may exist where H does not. 

A theory that accounts well for the design of specific Hamiltonians (and, 
therefore, propagators) under coherent perturbation is coherent-averaging the­
ory [59]. Suppose the Hamiltonian is time dependent (owing to, for example, an 
applied perturbation), as depicted in fig. 2.1. A question which arises is: can we 
find a time-independent Hamiltonian H which can induce evolution of the sys­
tem through U(t) to the same state as H(t) would induce at time t? The answer is 
yes, that H is the Magnus Hamiltonian [60], given by 

(2.2) 

where 

(2.3) 

-1-,l 

::i: 
C 

-~ 
C 
0 
-f..> 
-l .E 
d 
::i: 

a) 

b) 

t 

H(O) = + f H(t')dt' 

0 

t 

0 tc. 2tc 
time 

Fig. 2.1. - For a time-dependent Hamiltonian, the evolution can be often characterized by 
an effective time-independent average Hamiltonian H. In general, if H(t) is not periodic 
(a)), then H depends on t. If H(t) is periodic (b)) then the same His relevant for multiples 
of the period. 
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is the average Hamiltonian. The next two terms in this series are 

t t' 

(2.4) H 0 l = ;ti f f [H(t'), H(t")]dt"dt', 
0 0 

and 

t t' t" 

(2.5) H(2
l = - ft f f f {[H(t '), [H(t"), H(t"')]] + 

0 0 0 

+ [H(t"'), [H(t"), H(t I)]]} dt"' dt" dt / . 

If eq. (2.2) converges rapidly, so that H(k) are small fork .c 0, then the aver­
age Hamiltonian H(Ol provides a good description of the system and the other 
H(k) are correction terms. By applying a perturbation we have, therefore, taken 
a system which would have evolved under some Hamiltonian H and caused it to 
evolve effectively under H(Ol as in eq. (2.1). The trick is to implement the de­
sired H(Ol by appropriate perturbations that can be realized experimentally, 
such as spin decoupling and time reversal. Note that, in general, H and H(Ol de­
pend on t, but, if H(t) is periodic, then the same H and H(Ol hold at all integer 
multiples of tc. (If H(t) is not periodic, the approach is still useful, since one can 
implem:ent an H which provides a particular desired final state I p(t)) at 
time t.) 

Expressions (2.3) to (2.5) were used to calculate the time-reversal Hamilto­
nian of eq. (1.49) corresponding to the sequence of fig. 1.24, and they will be 
used repeatedly in the following sections. This approach has been useful in a va­
riety of problems in different areas, for example truncation of couplings by high 
field [61-63], composite pulses [64-66], iterative schemes [67] and multiple-quan­
tum operators [68, 69]. 

A particularly useful simplification occurs when the time-dependent 
Hamiltonian H(t) commutes with itself at all times, i.e. [H(t), H(t ')] = 0. In 
this case all H(k) = 0 for all k .c 0, as we can see from eqs. (2.4) and (2.5) fork= 
= i", 2, and the average Hamiltonian H(Ol is exact. This happens for Carr-Purcell 
trains [70] and for magic-angle spinning [71] involving chemical-shift interac­
tions [72] (and related cases such as dipolar couplings of N spins in a one-dimen­
sional array, of which a pair of spins is the simplest example), dipolar couplings 
averaged by uniaxial molecular motion, heteronuclear dipolar couplings, or 
first-order quadrupolar coupling of isolated spins. We shall see that in this way 
it is possible to narrow the spectrum by magic-angle spinning even for broad 
quadrupolar spectra in solids. 

2·2. Multiple-pulse line narrowing. - As an example of coherent averaging, 
we take the opportunity to review the WHH-4 multiple-pulse sequence [73] for 
removing the homonuclear dipolar interaction in solids. In this four-pulse se-
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---------- tc ---------

Fig. 2.2. - Pulse sequence for one cycle of the four-pulse WHH-4 multiple-pulse decoupling 
sequence. The signal is sampled in the center of the 2-r periods. Shifting the sequence by an 
amount , to the left reveals the inherent symmetry, which ensures that all the odd-order 
correction terms in the Magnus Hamiltonian vanish. 

quence, shown in fig. 2.2, the signal is observed stroboscopically during the 
sampling windows. The one-cycle propagator of the sequence can be written 

(2.6) 

where 

and 

a= ±x, ±y, ±z. 

We now move into the so-called «toggling rotating frame» by applying a trans­
formation corresponding to the operation produced by the r.f. pulses to 
obtain 

(2.7) 

Note that by shifting the cycle from the first sampling window to the second (as 
illustrated in fig. 2.2), we can rewrite eq. (2.7) as 

(2.8) 

This is exactly equivalent to the expression of eq. (2.6), but it reveals that the 
sequence is in fact symmetric about its center. We are now in a position to eval­
uate the different terms in the Magnus expansion, to find 

(2.9) 
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which yields for the dipolar interaction 

(2.10) 

and for the chemical-shift interaction 

Hb~ = L ~ ~ (w~k) + !:lw)li~i, 
k y3 

(2.11) 

where li~i = I?l + 1ik) + 1?l. Thus, to zeroth order, the homonuclear dipolar in­
teraction is removed by the WHH-4 sequence, and the chemical-shift interac­
tion is scaled by a factor 1 /V3. 

Because of the reflection symmetry, H 0 l and all of the odd-order correction 
terms vanish [7 4, 75], leaving the second-order terms as the leading corrections, 

2 

(2.12) H(Z) = ;
8 

{[(Hzz + 2Hxx + 2Hyy), [(Hxx + Hyy), Hzz]] -

-[(Hyy + 2Hxx), [Hyy, HxxJ]} , 

which reduces to 

(2.13) Hg)= I; [(Boxx - Hozz), [Hoyy, Boxx]] 

for the dipolar interaction, and in the case of the chemical-shift interaction 

(2.14) -(2) -r
2 

""' (k) )3 (/ 2/ 4/ ) H CS = - LJ ( u i + !:lw yk - xk + zk • 
18 k 

Hgl is responsible for the ultimate resolution available from the WHH-4 experi­
ment on resonance (in the absence of pulse imperfections). Using coherent-av­
eraging theory one can go on to calculate the effects of cross-terms between the 
chemical-shift and dipolar interactions, and the effect of pulse imperfections on 
the performance of the sequence in a relatively straightforward manner. In this 
way iterative schemes have been developed to compensate for such imperfec­
tions to higher and higher order, resulting in such advanced decoupling se­
quences as MREV-8 [76, 77], BLEW [78], BR-24 [79] and recent sequences from 
C0RY[80]. 

2·3. Magic-angle spinning. - The WHH-4 sequence and other multiple-pulse 
techniques present methods for removing dipolar interactions by averaging in 
spin space. In this subsection we shall briefly show how averaging of the spatial 
coordinates by sample spinning leads to an average Hamiltonian in which the 
dipolar interaction is also removed [81, 82]. In sect. 5 we shall return to the is­
sue of averaging under various schemes of sample reorientation, but from a 
group-theoretical perspective, and the example presented here serves as a use­
ful comparison. 
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The truncated Hamiltonian in the rotating frame representing the chemical 
shift has the form [83] 

(2.15) 

where Azm and Tzm are irreducible spherical tensor components expressing the 
spatial and spin dependence of H, respectively. The heteronuclear dipolar and 
first-order quadrupolar interactions contain second-rank terms of the same 
form as those of eq. (2.15), and magic-angle spinning has an analogous effect on 
dipolar and first-order quadrupolar broadening as we derive here for the chemi­
cal shift. Note that the first term is isotropic, but that the second term depends 
on the orientation with respect to the external field. 

Re-expressing A in a coordinate system fixed in the sample (rotor) which is 
rotating about an axis inclined by an angle 0 to the magnetic field, where the co­
ordinates will be expressed by azm, we obtain 

2 

(2.16) Hos = yhaoo Too + yhT20 L D;;d (Q sfc (t)) a2m · 
m1 =-2 

Because of the invariance of the Hamiltonian to rotations about the main field, 
this coordinate transform only depends on 0 and ¢ = w rt. The matrix a can be 
diagonalized by a rotation !2 pas = (a, {3, y) into its principal axis system, in 
which its components are written ,o lm, 

2 

(2.17) alm1 = L D~;m1 (Qpas)Plm2 • 
m2 = -2 

In this picture the only nonvanishing components are p00 , p20 and p 2 ± 2 , which 
are conventionally expressed as the isotropic chemical shift p, = p00 , an 
anisotropy a= V2/3p 20 and an asymmetry parameter YJ = \;'6p 2,±dp20 . Apply­
ing eq. (2.17) to eq. (2.16) we finally have an expression for the time-dependent 
Hamiltonian in the rotating frame 

2 2 

(2.18) Hos = yhaoo Too + yhT20 L D;;/o (Q sfc (t)) L D;;)m1 (Q pas) P2m2 
m1=-2 mz=-2 

and expansion gives 

(2.19) H8' = yhp, Too+ yh-J¾ 0T20 { ½<3 cos2 0 - 1)} · 

· { ½ (3 cos2 j3 - 1) + i sin2 /3 cos 2r} + yh-J¾ tr2o<MAs (t), 

where .;MAS (t) is an orientation-dependent function of the rotor phase [83]. 
Equation (2.19) demonstrates the spinning-induced periodicity of the spin 

Hamiltonian. A single rotor period ¢(0 ~ 21r) is periodic in the sense discussed 
above, and we can determine the average of the time-dependent terms using 
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the Magnus expansion. Performing the integration of eq. (2.3) yields ~ = 0 and 
eq. (2.19) becomes 

(2.20) H10
) = yhp;Too + rh-{½o,,.( ½<3cos2 e- l)l· 

·( f<3cos2 /l-1) + fsin2 flcos2r)­

If the angle of the spinning axis is chosen such that 3 cos2 0 - 1 = 0, then we ob­
tain a purely isotropic zeroth-order average Hamiltonian 

(2.21) 

The conditions for the validity of this expression are that the series of eqs. (2.2)­
(2.5) converges rapidly. In this case it converges as 

(2.22) 

where Ll is the «size» of the interaction being averaged. Therefore, eq. (2.20) 
will provide an accurate description when wr » Ll. Although the spinning speed 
currently reaches as high as 30 kHz [84], there are many examples where this is 
not sufficient and the criterion cur» Ll is not met. However, a special situation 
arises if the form of the Hamiltonian is such that the commutator in eq. (2.4) 
vanishes identically. In this case eq. (2.4) and all higher terms (which depend on 
the same commutator) disappear. This will be true when the interaction is inho­
mogeneous, e.g. when the spin terms in the Hamiltonian remain the same and 
they are only scaled under rotation. In the inhomogeneous case eq. (2.19) re­
duces under spinning at the magic angle to 

(2.23) Ho= yhpi -roo + rh-{½-r20o~MAs (t), 

and the spectrum breaks up into a narrow centerband at the isotropic chemical 
shift and a series of narrow sidebands evenly spaced at a separation equal to the 
rotor frequency. Thus, even at relatively low speeds, magic-angle spinning al­
lows us to obtain high-resolution spectra. As examples of the effect of magic­
angle spinning fig. 2.3 shows an early result of the deuterium spectrum of a 
mixture of solid hexamethylbenzene and ferrocene [85], and fig. 2.4 shows a re­
cent 27Al magic-angle spinning spectrum of the full quadrupolar manifold (cen­
tral and satellite transitions) for a-Al2 03 which was used to determine the 
quadrupolar-coupling constants and asymmetry parameters for the two sites in 
this sample [86]. 

In order to average both homonuclear dipolar interactions and chemical­
shift anisotropy it has proved necessary to combine the effects of multiple-pulse 
sequences and magic-angle spinning. The combined technique (CRAMPS) has 
provided resolved spectra for protons and fluorine [87, 88]. 
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0 5 10 15 20 
time after pulse ( ms) 

Fig. 2.3a. - Deuterium rotational echo train obtained from magic-angle spinning. 

2·4_ Double rotation. - If interactions of different nonzero ranks are present, 
it is sometimes not possible to average all the anisotropic interactions to zero by 
spinning about a single axis [81, 89-91]. This occurs, for example, in the case of 
second-order quadrupolar broadening. In sect. 5 we shall demonstrate how to 
solve the problem of simultaneously averaging two interactions on the basis of 
symmetry. Here we consider averaging over more sophisticated trajectories 
than simply spinning around a single axis, for which the average of all interac­
tions is zero [92, 93]. 

In the case of the central transition of a half-integer quadrupolar nucleus the 
Hamiltonian for a static sample is 

(2.24) H~ = L CzAzo Tzo , 
l = 0, 2, 4 

where the Cz are constants related to the quadrupolar coupling. The orientation 
dependence is expressed in terms of a sum of second- and fourth-rank tensors. 
We have seen above that after applying a rotation around a single axis the 
Hamiltonian is truncated along the rotation axis (if the spinning is fast enough), 
and the residual is then proportional to the Legendre polynomials Pz ( cos fJ). In 
this case l = 2 and 4, and spinning around a single axis will only partially nar­
row the line, since the roots of P2 (cos 0) and P4 (cos fJ) do not coincide. How­
ever, applying another rotation relative to the first will further narrow the line. 
Solutions can be found which completely eliminate the second-order broadening 
with two rotations. In the double-rotation method (DOR) we spin around a first 
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Fig. 2.3b. - Magic-angle spinning of deuterium in a solid mixture of deuterated hexam­
ethylbenzene and deutera.ted f errocene, demonstrating narrowing of the powder line even 
though the spinning frequency is considerably lower than the ~ 100 kHz quadrupolar 
broadened power linewidth. The two resonances at the bottom (expansion of the center­
band in the middle trace) correspond to the isotropic chemical shifts of the two deuterated 
species. (Adapted from Chem. Phys., 42, 423 (1979), with permission.) 

angle 0~), the magic angle for P2 , and a second angle 0~) which corresponds to 
one of the magic angles (30.56° or 70.12°) of the fourth-order Legendre polyno­
mial. Rotation around two axes modifies eq. (2.24) to become 

(2.25) 

11 - Rendiconti S.I.F. - CXXIII 
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a) 

b) 

500 . . 400 .. 300 ·-· 200 .. ioo· ... 0 .. ~ioo. ~200. ~300. ~400 . ~500 kHz 

c) 

Fig. 2.4. - 27Al MAS NMR spectra of the central and satellite transitions for a-Al2 0 3 spin­
ning at 7.525 kHz. a) Experimental spectrum showing the relative intensities of the cen­
tral and satellite transitions. b) Spectrum in a) with the vertical scale expanded by a factor 
of ten. The inset shows expansion of a region where the second-order quadrupole shift be­
tween the ( ±5/2, ±3/2) and the ( ±3/2, ± 1/2) satellite transitions is clearly observed. c) 
Simulated spectrum for the satellite transitions obtained using a quadrupolar coupling 
CQ = 2.38MHz and YJ = 0.00. (Adapted from J. Magn. Reson., 85, 173 (1989), with 
permission.) 

where Q r 1 ( t) and Q r
2 

( t) are sets of Euler angles which define the transforms to 
the laboratory frame from the first, outer rotor frame, and to the outer rotor 
frame from the second, inner rotor frame, and where 

l 

alm = ~ D~~. m (Q pas) qlm' · 
m =-l 
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static 

c) DOR (320 Hzl 

d) DOR (440 Hzl 

e) DOR (640 Hz) 

f) DOR (850Hz) 

10 0 -10 
frequency (kHz) 

Fig. 2.5. - 23Na DOR spectra of sodium oxalate spinning at various speeds, demonstrating 
the averaging of the second-order quadrupolar broadening and the effect of the time-de­
pendent terms due to the slow outer rotor in eq. (2.25). There is only one type of 23N a site 
in the crystal structure of this compound. (Adapted from Solid State Nucl. Magn. Reson., 
1, 267 (1992), with permission.) 

The qzm, are the elements of the quadrupolar-coupling tensor in its principal axis 
system. 

After expansion of eq. (2.25) three terms result, similarly to the case of 
MAS: 

l 

(2.26) ¢00R(t)=CoaooT20+ L Cz-rzo L d~~.o(0r)d~~-m(0r2 )az,-m+fooR(t), 
l=2,4 m= -l 

where ~ DOR ( t) is a time-dependent term which depends on the rotation axes and 
the rotation rates; it is dependent on both orientation and time. The first term 
in eq. (2.26) corresponds to the isotropic shift and is a scalar, independent of 
both orientation and time. The second term is dependent on orientation but not 
time. As in the MAS example, we can average over fooR (t) if at least one of the 
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40 35 30 25 p.p.m. 

60 50 40 30 20 10 0 -10 -20 -30 -40 
chemical shift (p.p.m.) 

Fig. 2.6. - 27Al NMR spectra of dehydrated and partially rehydrated VPI-5: a) MAS spec­
trum of dehydrated VPI-5, b) DOR spectrum of dehydrated VPI-5, c) DOR spectrum after 
two days of rehydration, d) DOR spectrum after 23 days of rehydration. (Adapted from 
Nature (London), 346, 550 (1990), with permission.) 

double-rotation rates is large compared to the interaction strength, in which 
case the third term averages to zero. Since 

(2.27) dJV (fJ) = Pl (cos 0), 

we can eliminate the second term in eq. (2.26) if 

(2.28) 
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and 

(2.29) 

The solutions are 0r
1 

= 0~) and Br
2 

= 0~) or vice versa. 
In the case where the spinning is not sufficiently fast to allow us to neglect 

fooR (t), it leads to the presence of sidebands in an exactly analogous manner to 
the time-dependent term in the MAS example and this is demonstrated in the 
example of the 23N a DOR spectra shown in fig. 2.5 [94]. As an example of the 
type of resolution that can be obtained for the important case of 27 Al by this 
method, fig. 2.6 shows a DOR spectrum of 27Al in VPI-5 [95]. 

3. - Spin decoupling. 

3·1. Spin I= 1/2 pair. - Maintaining a theme of multiple-quantum effects 
and coherent averaging, we shall show in this section how one may achieve 
double-quantum decoupling. However, to prepare ourselves we must first con­
sider the decoupling of a spin/= 1/2 from an observed spin S = 1/2. The I spin 
is irradiated near resonance with an r.f. field .of amplitude w 1 • In the rotating 
frame the Hamiltonian is 

(3.1) 

where 

(3.2) 

describes the / fields in the rotating frame in frequency units and 

(3.3) 

is the /-S coupling. We now transform to a tilted frame with z along the effec­
tive / field. The tilt operator is given by 

(3.4) T = exp [ -iely], 

where 

(3.5) 

In this frame 

and 

(3.6) 

We now go into a frame defined by -welz and take the average Hamiltonian 
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of the 1-S coupling term (as described in sect. 2), obtaining 

(3.7) 

(3.8) H o> d 2 • l S 2 ( 01 l . I) 1s = sm 0 We z cos x - 2 sm 0 z , 

and, at resonance (Llw = 0, 0 = rr/2), 

(3.9) -(2> _ - d 3 S3 
His - --2 z Ix · 

2w 1 

For a spin S = 1/2 the term H}§> in eq. (3.8) commutes with the spin vector S, so 
only HJg> and HJJ> are relevant. 

3·2. One-quantum offset and r.f. amplitude dependence. - Away from reso­
nance where Llcu ;,t. 0, the effective coupling between I and S is dominated by 
HJg>, and the decoupling efficiency as (roughly the relative S linewidth) 
goes as 

(3.10) 

Thus for small Llw, more precisely d « Llw « w 1 , the S linewidth should de­
pend linearly on Llw. 

At resonance (Llcu = 0) the dominant term is Hg>, and we expect 

(3.11) 

i.e. the decoupling efficiency should increase (the S linewidth should decrease) 
inverse quadratically with W1 (6s - 1/wr) for large W1. 

We note here that the cos 0 factor is a scaling of an Iz term analogous to scal­
ing of chemical shifts or resonance offsets due to strong irradiation off reso­
nance. We have recognized that this scaling originates from the same source as 
the «mysterious» geometrical phase factor in certain closed-circuit adiabatic 
processes, which we shall discuss in sect. 9. AB mentioned in subsect. 2·1, more 
efficient and robust spin decoupling can be achieved by means of iterative 
schemes. 

Iterative schemes rely on the realization that only H( 0
> of eq. (2.2) is impor­

tant for heteronuclear decoupling (65, 96] and that H(0
> can be made more and 

more insensitive to imperfections (such as offset) by constructing supercycles of 
composite 90° or 180° pulses. For example, the original MLEV-4 sequence con­
sists of the cycle (97] 

(3.12) RRRR, 
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where the basic element R of the supercycle is a composite 180° pulse such as 

(3.13) 

and R is the same as R with all the phases reversed. This sequence was subse­
quently iteratively expanded to yield the MLEV-16 decoupling se­
quence [98] 

(3.14) RRRR RRRR RRRR RRRR . 

Similar methods can be used to expand 90° composite pulses into supercycles, 
one of the most successful being WALTZ-16, which corresponds to the 
sequence [99, 100] 

(3.15) 342312423 342312423 342312423 342312423, 

where the elements 1, 2, 3 and 4 correspond to 90°, 180°, 270° and 360° pulses, 
respectively. In fig. 3.1 we show the performance of WALTZ-16 with respect to 
offset from the transmitter frequency. 

0. 0 0 l..-c..--'-~'---....,__-----'""'----''---"""----'-_.___....__ _ ____. 

0.006 

0. 000 .____,c___,__..__....,__--""'c::::::,o.,,JL-...11 _ ___.___L--~------' 

0.0006 

c) 

Fig. 3.1. - The predicted scaling factors delivered by the a) WALTZ-4, b) WALTZ-8 and 
c) W ALTZ-16 sequences. Note the order-of-magnitude expansion of the vertical scale at 
each stage. The improvement is fastest near resonance and falls off towards the edge at 
each stage. (Adapted from Prog. Nucl. Magn. Reson. Spectrosc., 19, 47 (1987), with 
permission.) 
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3·3, Double-quantum decoupling. - Imagine that we are required to decou­
ple a spin I= 1, say a deuterium spin, from a spin S = 1/2, say a proton. Such 
would be the case, for example, in experiments on large biological molecules 
where isotopic substitution has been performed in order to simplify the spin 
system. If the deuterium quadrupole splitting is large (recall fig. 1.10), it may 
be impossible to cover the full I spectrum with a sufficiently large w 1 

field [101, 102]. However, if we irradiate at the unperturbed Zeeman resonance 
w = w O, then the double-quantum transitions M = 1 E-+ M = - 1 should make de­
coupling possible, since the M = 0 state exerts no z field at the S spin. A rough 
estimate of the condition can be made as follows. If the quadrupole coupling w Q 

is much larger than the 1-S coupling (e.g., wQ - 100 kHz for deuterium), then for 
normal one-quantum decoupling we would require 

(3.16) 

a challenging technical demand with current NMR technology. This require­
ment is to be contrasted with the much less demanding condition 

(3.17) W1 »d 

for the S = 1/2, I= 1/2 pair with dipolar couplings d, according to eq. (3.3). 
If we excite the double-quantum transition, however, then according to sec­

ond-order perturbation theory [103] (matrix element squared divided by energy 
difference) the transitions between M = 1 and M = - 1 occur with an ampli­
tude 

(3.18) 

The effective double-quantum amplitude is to be compared with the coupling d; 
hence we now require 

(3.19) 
w2 
_1 »d 
WQ ' 

i.e. 

(3.20) 

which is much more easily implemented than eq. (3.16) for the usual case where 
d « ctJQ [101, 102, 104-106]. 

3·4_ Double-quantum offset and r.f. amplitude dependence. - To appreciate 
the sensitivity of double-quantum decoupling to resonance offset !J.w and r.f. 
amplitude w 1 , we adopt eqs. (3.10) and (3.11), substituting wI/wQ for w 1 and 



LECTURES ON PULSED NMR (2ND EDITION) 

0 
LO -LO 

0 

1.0 

0 
LO -LO 0.5 

0 

0 

0 

a.) 

2 4 6 8 10 
deuterium resonance offset Av (kHz) 

b) 

II---I -------
\ 

------
I 

h_I 
I 

10 20 30 40 
deuterium v 1(kHz) 

169 

12 

---

l 

50 

Fig. 3.2. - a) Proton linewidth in solid DMSO-d6 (99%) at - 75 °C under deuterium double­
quantum decoupling as the deuterium spins are irradiated at various frequencies !lv from 
resonance: D. v 1 = 12.5 kHz, • v 1 = 17 .0 kHz, o v 1 = 23.0 kHz, o v 1 = 45.0 kHz. o / o O corre­
sponds to o s in the text. Note the sensitivity of the decoupling to the / resonance condition, 
a characteristic of the double-quantum decoupling process. The solid lines are from theor­
etical calculations. b) Proton linewidth in solid DMSO-d6 (99%) at - 75 °C as the deuterium 
spins are irradiated at resonance with various values of cv 1 to induce double-quantum de­
coupling. The solid line shows the asymptotic 1/w1 behavior expected from theory. The 
dashed line shows the expected behavior if the double-quantum transition did not occur. 
(Adapted from Phys. Rev. B, 18, 112 (1978), with permission.) 
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2/J.w for !J.w. For double-quantum decoupling, the S linewidth is given by 

2(/J.w) WQ 
os - cos 0 = 

4 2 2 112 (w1 +4/J.w WQ) 
(3.21) 

thus making the resonance condition for decoupling much more sensitive than 
in one-quantum decoupling, since !J.w is multiplied by w Q. · 

At resonance 

(3.22) 

so decoupling begins only when w 1 - (dwQ)112
. The subsequent dependence on 

cv 1 is much more rapid, going as the inverse fourth power. All this behavior has 
been quantitatively verified, and examples are shown in fig. 3.2. Double-quan-

a,) 

deuterium 
undecoupled 

deuterium 
decoupled 

-40 0 
u Cp.p.m.) 

I t I 

40 -40 0 40 
u Cp.p.m.) 

Fig. 3.3. - a) NMR spectra of residual protons in heavy ice (99% deuterium) at - 90 °C 
with and without deuterium decoupling. The chemical-shift anisotropy of the protons in 
the hydrogen bonds is~ 34 p.p.m. b) As the temperature is raised, the spectra exhibit mo­
tional narrowing, with lineshapes characteristic of tetrahedral jumps. This behavior is 
consistent with the protons hopping between the four hydrogen bonds around the oxy­
gens. (Courtesy of D. E. WEMMER.) 
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tum decoupling has been used in our laboratory to obtain high-resolution spec­
tra of diluted protons displaying, for example, proton chemical-shift anisotropy 
for the hydrogen bonds in solid heavy ice, and to observe the effects of the .te­
trahedral motion of the protons on the NMR lineshapes as ice is heated towards 
its melting point (see sect. 5). Typical proton spectra of 99% deuterated ice with 
deuterium double-quantum decoupling are shown in fig. 3.3. As the ice is heat­
ed, the effects of motional narrowing are observed [107]. A few degrees below 
the melting temperature the line is that of an isotropic sample. The intermedi­
ate spectra indicate that the protons are jumping between the tetrahedrally dis­
posed hydrogen bonds around the oxygens. 

3·5, Comment on the relationship between spin decoupling and multiple­
quantum excitation. - Consider a system of NI spins (e.g., protons) coupled to 
a S spin (e.g., 13C). Several schemes involving composite pulses and iterative 
sequences have been devised to effect spin decoupling in such systems. These 
sequences, employing phase shifts and permutations, are reminiscent of some 
of the selective n-quantum schemes described in subsect. 1 '16. There must be 
some relationship between the two areas. Indeed, suppose we could engineer a 
pure (N + 1)-quantum selective scheme to excite the I spins. Since N spins 
cannot absorb or emit more than N quanta, such an excitation would be tanta­
mount to implementing the unit propagator, i.e. decoupling. In this sense de­
coupling schemes employing 11: pulses and 11: phase shifts are two-quantum selec­
tive (good for decoupling one spin) and multiple-pulse schemes involving 11: / 2 
pulses and ri: / 2 phase shifts are four-quantum selective and decouple groups of 
spins. 

4. - Interaction of radiation and matter. 

4'1. Two-level system in a quantized field. - A common question is where 
are the quanta, the photons, in a multiple-quantum experiment? When we say 
b.M = 2, are there two quanta really involved or just one off-resonance quantum 
at double the frequency? What is the relationship to optical multiphoton excita­
tion [108]? To investigate these questions clearly, we would like to study the 
very simplest case where photons actually appear. In order to do so, it is 
necessary to bring the radiation field as a legitimate full-fledged partner into 
the treatment, and not just treat it semi-classically as a time-dependent pertur­
bation on the spins. That way, we can «see» the photons in the field and count 
them. At the same time this treatment will remind us of Feynman's analo­
gy [109] of any two-level system to a spin/= 1/2. Later we shall encounter gen­
eralizations of this analogy, e.g., a three-level system to a spin I= 1, and so on. 
The treatment also reminds us of the analogies, often unhappily neglected, be­
tween NMR and optical spectroscopy. 

Before we treat two-quantum phenomena, let us review the simplest one-
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quantum problem, a two-level system interacting with a single mode of a cavity 
(the Jaynes-Cummings model[llO]), described by a time-independent Hamilto­
nian 

(4.1) 

H mat is the matter Hamiltonian, the matter being the system (atom or spin) irra­
diated and behavior observed. We assume it consists of two states, 1 and 2, with 
energies hw 1 and hw 2 , such that 

(4.2) 

Assume further that the particles· occupying these states are fermions [111] 
with coupling >.. Since at most one can occupy each state, the possible states 
are 

(4.3) 10, 0)' Io, 1), I 1, o), I 1, 1), 

where I O, 1) is the vacuum for particle 1 and single occupancy for particle 2, etc. 
We now introduce fermion operators c1, cl, c2 , cd such that 

(4.4) 
{
c!IO,k)= 11,k), 

cl 11, k) = IO, k), 

and similarly for c2, cd and lj, 0), lj, 1). All other operations yield zero. The 
fermion operators satisfy the anticommutation rule 

(4.5) 

The matter Hamiltonian is given in terms of these operators by 

(4.6) 

Hrad in eq. (4.1) is the radiation Hamiltonian, which we write in terms of the 
photon creation and destruction operators for a single mode, a and at , with fre­
quency w and eigenkets In) (n = number of photons)[112]. We remember that 
for a harmonic oscillator we have 

(4.7) 
{
at In)= vn+l In+ 1), 

aln + 1) = vn+l In). 

The commutation rules are 

(4.8) 
{

[a, a~ = [at, at] = 0, 

[a,a']=l, 

and the Hamiltonian, ignoring the zero-point energy, is 

(4.9) H rad = hwa t a . 
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+ 

Fig. 4.1. - Two coupling events between a spin / = 1 /2 or fictitious spin / = 1 /2 and pho­
tons in the cavity. A photon is absorbed and the spin is excited, or a photon is emitted and 
the spin returns to the ground state. This corresponds to the semi-classical rotating-wave 
approximation. 

For Hint of eq. (4.1), the interaction between the radiation and the matter, 
we assume the coupling depicted in fig. 4.1. A photon hw is absorbed, trans­
forming particle 1 into 2, or one is emitted, transforming particle 2 into 1; 
i.e. 

(4.10) h). t t t 
Hint = 2 ( C1 C2 a + C1 C2 a ) . 

This coupling conserves energy for w = w 0 and incorporates the semi-classical 
rotating-wave approximation (note that we have neglected events in which a 
photon is absorbed and transforms particle 2 into 1, for example). Equations 
(4.6), (4.9) and (4.10) now can be collected into the total Hamiltonian in eq. (4.1) 
to give 

(4.11) 

4 ·2. Fictitious spin I = 1 /2 operators. - At this point we introduce the ficti­
tious spin I = 1 /2 operators [27-29] 

1 t t Ix= 2 (c1 C2 + C1C2), 

(4.12) -i t t 
I y = 2 ( C1 C2 - C1 C2 ), 

_ 1 t t Jz - 2 (c1 C1 - C2 C2). 

Given the relationships of eqs. (4.4) and (4.5), it can be verified that 

(4.13) 

with the eigenstates I ± ) of / z defined as 

(4.14) 
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and 

(4.15) 
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I± =Ix± ily, 

the Hamiltonian eq. (4.11) can be written, aside from a commuting operator (re­
member that the number of particles is conserved), as 

(4.16) 

This Hamiltonian is identical to that of a spin I = 1 /2 interacting with the cavi­
ty mode. Now assume the cavity mode is at resonance ( w = w O ), and transform 
to an interaction picture defined by 

(4.17) 

This is the analog of the rotating frame for the full quantum problem. As usual, 
this transformation simplifies considerably the Hamiltonian, which is now 
given by 

(4.18) 

4 ·3_ Evolution of the two-level system. - Imagine the initial state I r./J( 0)) be­
ing the excited state I - ) for the fictitious spin with n photons in the cavity, as 
depicted in fig. 4.2: 

(4.19) I '-/JC o)) = I - , n) . 

The evolution of I r./J) is given by 

(4.20) I i,(t)) = exp [ - ¼Ht] i,(O), 

which is easily evaluated using the Hamiltonian of eq. (4.18) together with 
eqs. (4.7) and (4.15) to yield 

(4.21) I r,/J(t)) = 1-, n) cos \In+! ~t - I+, n + 1) i sin \In+! ~t . 

! 
./VVVVVVVVV'vln) 

+---------
Fig. 4.2. - Initial state. The spin is in the excited state and there are n photons in the 
field. 
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This expression describes a quantum Rabi oscillation [113] or nutation that peri­
odically exchanges a photon between the cavity and the spin. The analogy to the 
usual semi-classical problem of spin / = 1 /2 interacting with a resonance field of 
amplitude w 1 is made by realizing that 

(4.22) )..yn""+"l-w 1 . 

Note, however, that, even when there are initially no photons in the cavity 
( n = 0 ), there is still the evolution, corresponding to spontaneous emission from 
the excited-spin or two-level system. Note also that, for a 2rr pulse 

(4.23) 

the ket 1-J;( 0)) does not come back to itself but instead to cos rr times itself, 
i.e. 

(4.24) I <J;< 2 rr)) = - I <J;< o)) . 

This effect corresponds to the well-known spinor behavior [114, 115] of a system 
with an even number of states or of a nonintegral fictitious spin, which we shall 
discuss further in sect. 9. 

4·4_ Evolution off resonance. - The expression of eq. (4.21) derived for reso­
nance (w = w 0 ) can be generalized for arbitrary frequency of the mode w in 
eq. (4.16). This extension is best made by transforming to a tilted interaction 
picture in analogy to eq. (3.4). The result, for the initial condition of eq. (4.19), is 

( 4 .25) 1-J;( t)) = I - , n) [ cos ).. e t / 2 - i cos 0 sin ).. e t / 2] - I + , n + 1) i sin 0 sin ).. e t / 2 , 

where 

(4.26) 

(4.27) 

Ae = ().. 2 (n + 1) + (cuo - w)2)112
, 

sin 0 = yn""+"I A/Ae . 

4·5_ Adiabatic rapid passage. - The treatment above provides an elegant 
picture of adiabatic rapid passage for a two-level system or fictitious spin I= 
= 1 /2. Consider fig. 4.3, which depicts the energy levels of the uncoupled matter 
and radiation Hamiltonians 

(4.28) Ho= Hmat + Hrad 

as the frequency (or field) is varied through resonance. The resonance between 
matter and radiation occurs at the level crossings, cu = cu O • Adding the interac­
tion Hamiltonian Hint causes a mixing of the states near resonance, which gives 
rise to an avoided crossing as in fig. 4.4. The repulsion between levels at reso­
nance depends on the number of photons in the cavity as (n + 1)112 

).., the semi­
classical field intensity w 1 [116] from eq. (4.22). 
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Fig. 4.3. - Energy level diagram for a spin / = 1 /2 or fictitious spin / = 1 /2 (two­
level system) and a quantized radiation field with photon states In). 

Wo 
frequency 

w 

Fig. 4.4. - Coupling between the spin / = 1 /2 and the radiation causes a level anticrossing 
at the resonance. From this picture it is easy to visualize how adiabatic rapid passage in­
terchanges the ± states. 
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If we begin with the spin (or fictitious spin) in one state away from reso­
nance, e.g. I - , n) on the left of fig. 4.4, and now shift the frequency adiabati­
cally [117] through resonance, then we recall from quantum mechanics that the 
system remains in an eigenstate. Thus it will go to I +, n - 1) on the right-hand 
side. Therefore, sweeping through a resonance line rapidly compared to T1 but 
slowly enough so there are no frequency components at w 0 should invert a reso­
nance line whether we sweep from left to right or right to left. This effect is 
called population inversion by adiabatic rapid passage, an extremely useful way 
of making robust n pulses. The most efficient adiabatic sweeps are not linear 
(i.e. linear dependence of frequency on time), however, but rather are hyperbolic 
functions [118]. 

4 "6. Three-level system in a quantized field. - We adopt the notation of sub­
sect. 4 ·3 for three particles interacting with the single mode of a cavity; we as­
sume that only 1 and 2 or 2 and 3 can be directly interconnected by energy-con­
serving (rotating-wave) absorption or emission of a single photon. Thus the in­
teraction is depicted in fig. 4.5a), with 

(4.29) 
{ 

W 12 + W 23 : 2 CV O , 

W12 - CV23 - 2wQ. 

The full Hamiltonian for this system, 

(4.30) H = licv 1 c1t c1 + liw 2 cJ c2 + licv 3 cl C3 + liwa ta + 

is entirely analogous to eq. (4.11). We will not discuss the general case here, but 
will instead select simple conditions under which double-quantum behavior 
emerges [119]. 

3---------

2-----+--

r "'o 

W23 

~ I -------- ------

0 

~ "'12 Wo 

t + a,) b) 

Fig. 4.5. - a) Coupling events between a spin / = 1 and photons in a cavity. b) Resonant 
two-photon process in a three-level spin / = 1 system. 

12 - Rendiconti S.I.F. - CXXIII 
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4·7_ Fictitious spin I= l operators. - First let us introduce the fictitious 
spin I = l operators 

(4.31) 

Iz = cl c1 - c] c3 , 

I+ = c1 cJ + Cz cJ , 
L = cl Cz + cJ ca , 

Q+2=C1Ci, 

t t t Qz = 2C2 Cz - C3 C3 - C1 C1 , 

Q + = c2 c] - c1 cd , 
Q t t - = Cz C3 - C1 C2 , 

Q-2 = cl ca. 

Here the raising and lowering operators are used directly without going 
through any intermediate stages involving Ix, Qx, Qxy, etc. Inserting these spin 
I= l operators in eq. (4.30) and ignoring commuting unit operators (again, 
number of particles is conserved), we can rewrite H as 

(4.32) 
hwQ h 

H = hcu o lz + -
3
- Qz + hwa ta + 

2 
Y2 [ (A - A') Q + + (A + A')/+] a + 

We now specialize to the case in which the two allowed one-quantum absorp­
tions and emissions have the same matrix elements, 

(4.33) 

so that 

(4.34) 

This Hamiltonian is just the interaction of a quadrupolar spin I = 1 with Ze~­
man frequency cu O and quadrupolar frequency w Q. Now assume the radiation is 
at resonance (cu = w 0 ) and that it is weak compared to the quadrupolar 
splitting, 

(4.35) Ayn+}« cv Q ' 

corresponding to the situation in fig. 4.5b). Note that this condition embodies 
the weaker case in which 

(4.36) 

4"8. Double-quantum (two-photon) Hamiltonian. - In the interaction pic­
ture defined by eq. (4.17), the Hamiltonian of eq. (4.34) can be written 

(4.37) 
hwQ h.11 t 

H =HQ + H 1 = -
3
- + Y2 (I+ a + I_ a ) . 
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With the condition of eq. (4.36) we now .have a situation ideal for a perturba­
tion treatment since the second operator term H 1 in eq. (4.37) is much smaller 
than the first term HQ. It is appropriate to retain only the «secular» part of the 
interaction term, i.e. that part diagonal with respect to the first term. We carry 
this out using Van Vleck perturbation theory (61] as follows. First, define an in­
finitesimal transformation 

(4.38) H = exp [ - iS] H exp [ iS] = H - i[S, H] + ... , 

where S is an infinitesimal Hermitian operator. Substituting eq. (4.38) into eq. 
(4.37), we get 

(4.39) 

Now we demand that the first-order infinitesimal term vanish, so that 

(4.40) 

which reduces eq. (4.35) to 

(4.41) 

with the modified interaction Hamiltonian 

(4.42) 

After some algebra the S which satisfies eq. (4.40) is found to be 

(4.43) 

Evaluating the commutator in eq. (4.42) with eq. (4.43), we obtain the effective 
interaction Hamiltonian (neglecting terms commuting with HQ) 

(4.44) 

According to the definitons of Q±2 and a, at given in eqs. (4.7) and (4.31), this 
form is a pure double-quantum Hamiltonian with the appealing property that it 
exhibits the two photons directly in the terms a 2 and a t2 

• These terms repre­
sent the destruction and creation of only pairs of photons. 

4·9, Evolutfon of the system. - If the system begins in the upper state as 
shown in fig. 4.6 with n photons in the cavity, i.e. 

(4.45) I ~< o)) = I - , n > , 
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'V\/VVVVVVV\J In> 

o-------

+-------
Fig. 4.6. - Initial state. The spin is in the excited state and there are n photons in the 
cavity. 

then under the influence of the Hamiltonian of eq. (4.44) the system evolves 
as 

'\/ ;_(2)t 
(4.46) lr./J(t)) = 1-, n)cos y(n + l)(n + 2) -

2
- -

" I A (2l t - I +, n + 2)isin y(n + l)(n + 2) -
2
-, 

where A (2> is the effective two-photon amplitude 

;._(2)= K. 
WQ 

(4.47) 

This result is to be compared with eq. (4.21). Here two photons are being ex­
changed with the cavity; a two-photon Rabi oscillation. 

The correspondence to the semi-classical case is given by 

). 
2 
"/ A 2 n wI - v(n+l)(n+2)~ ---. 

WQ WQ WQ 
(4.48) 

When we begin with no photons in the cavity, eq. (4.46) corresponds to two­
photon spontaneous emission. This process, incidentally, is how metastable He 
(ls, 2s) decays by optical emission to the ground state. 

4·10. Double-quantum adiabatic rapid passage. - The energy levels of the 
three-level system and cavity photons with no coupling between them appear in 
fig. 4.7. There are now three relevant crossings indicated in the circle, two cor­
responding to normal one-quantum resonances and the one we have just de­
scribed due to a double-quantum resonance at w 0 • With the interaction between 
matter and radiation, all three crossings are avoided, as shown for the case 
).

2 ((n + l)(n + 2)) 112 «cv~ in fig. 4.8, roughly >-(n + 1)112 «c,JQ as stated in eq. 
(4.35). The levels at the two one-quantum resonances repel by ~ A(n + 1)112 , 
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Fig. 4.7. - Energy level diagram for a spin I= l or fictitious spin I= l (three-level sys­
tem) and a quantized radiation field with photon states In). 

whereas those at the double-quantum resonance experience the weaker repul­
sion - A2 ((n + l)(n + 2))112 /wQ. Thus the adiabatic condition for the double­
quantum resonance is considerably more stringent than that for the one-quan­
tum resonances. 

Several interesting features are exposed in the diagram of fig. 4.8. The reso­
nances of a three-level system can be inverted by adiabatically sweeping either 
through all the transitions or only through the double-quantum transition. Indi­
vidual one-quantum transitions may be inverted by selectively sweeping 
through them adiabatically. If we sweep adiabatically to the right through the 
left resonance and then through the double-quantum resonance, the left line is 
inverted; if we sweep to the left first through the double-quantum resonance, 
and then through the left one-quantum resonance, the left line does not in­
vert (119]. The intensities of each are also affected. This phenomenon was first 
observed in experiments on spin I = 1 nuclei in crystals, where lines would 
sometimes invert with adiabatic rapid passage in one direction but not in the 
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Fig. 4.8. - Coupling between the spin I = 1 and the radiation causes level anticrossing. 
There are two one-photon anticrossings and one two-photon anticrossing. It is possible by 
adiabatic rapid passage to interchange O and - , 0 and + or the ± states. The latter is a 
two-photon (double-quantum NMR) adiabatic rapid passage. 

other. It is, of course, possible to sweep _so that passage through the one-quan­
tum transitions is adiabatic, whereas passage through the double-quantum 
transition is not. If passage through the double-quantum transition is sudden 
enough compared with the level repulsion, then the system behaves as if the 
levels cross at cv 0 and there is no double-quantum inversion. Generalizations of 
these considerations to higher spin and to coupled spins is straightfor­
ward. 

We note in closing that all arguments concerning adiabatic rapid passage 
can, of course, be made using traditional semi-classical NMR considera­
tions. 

5. - Group theory and dynamics. 

In this section we discuss the treatment of dynamic effects in NMR in the 
presence of symmetry. The two most common motional mechanisms that give 
rise to such dynamic effects in the solid state are molecular motion (or chemical 
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exchange) [120, 121] and macroscopic reorientational motion of the sample, the 
latter usually implemented for the purposes of narrowing or simplifying the 
spectrum. 

5'1. Molecular motion. - The effects of symmetry can be appreciated by con­
sidering fig. 5.1. A molecule undergoes motion subject to the symmetry G and 
the motion is investigated by means of an NMR observable characterized by 
subgroup g c G. The purpose of the NMR experiment is to provide information 
about the parameters (for example, the molecular jump rates) of the molecular 
motion. Now, if the probe has a high enough symmetry, g = G, the NMR spec­
trum is invariant to the motion and we can learn nothing further from the spec­
trum about the parameters of the motion. For the case where the probe has no 
symmetry subgroup of G except the trivial group C1 , it should be possible to de­
rive, from the NMR spectra, all the parameters of the motion. 

g=G invariant 

0 g=C1 "see all" 

(JJ 

Fig. 5.1. - If a molecule undergoes motion subject to symmetry group G, and the motion is 
investigated by a probe of symmetry subgroup g c G, the spectrum is invariant to the mo­
tion if g = G, but, if the probe contains no symmetry subgroup of G except C1 , it should be 
possible to derive all the parameters of the motion from the spectrum. 

A simple, but realistic example is depicted in fig. 5.2. In this. case, the mo­
tion consists of 180° flips (with flip rate W12 ) of a water molecule in a crystal 
about its C2v axis. If the NMR probe is the dipolar coupling between the two 
protons, the spectrum is invariant to the motion since the axis of the dipolar in­
teraction is left unchanged by the jump (fig. 5.2a)). In contrast, if the NMR 
probe has its principal axis roughly along the OH bond as, for example, the 
chemical shift or deuterium quadrupole coupling, the spectrum displays the 
classical effects of chemical exchange, collapsing to a motionally averaged spec­
trum (one line for the chemical shift, and a doublet for the quadrupole coupling) 
at high temperature, and W12 may be extracted from the spectra. 
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invariant 
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Fig. 5.2. - If the proton dipolar interaction is used to probe the 180° flip about the C2v axis 
of water of hydration in a crystal, no change il1 the spectrum is observed since the dipolar 
interaction is invariant to this motion. On the contrary, if the chemical shift or deuterium 
quadrupolar interaction were used in place of the dipolar interaction, the motion would 
have the effect of narrowing the spectrum as illustrated schematically (for the quadrupolar 
coupling) in the lower part of the figure. 

An interesting question is how much can we learn about the motion, how 
many parameters can be extracted, in the intermediate case, where g has a non­
trivial symmetry, but less than G (122-124]. Consider, for example, the carbon 
spectrum of solid benzene. The relevant motion involves 60° jumps (or multiples 
thereof) about the C6 axis of the molecule, with jump parameters W12 , W13 , W14 , 

Fig. 5.3. - Jump motions and rates in benzene. 
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-180 °C 

16 °C 

0 50 100 
a(p.p.m. from liquid benzene) 

Fig. 5.4. - 13C powder spectra of hexamethyl benzene in the high- and low-temperature 
limits. The wide peaks are from the ring carbons and the sharp peaks, which have been 
truncated, are from the methyl carbons. (Courtesy of D. E. WEMMER.) 

as illustrated schematically in fig. 5.3 [125]. Here, the chemical-shift tensor has 
a (nontrivial) symmetry less than that of the molecular jumps, and we expect 
that the NMR spectra should not provide sufficient information to determine all 
three parameters. An experimental example of the motional averaging is shown 
in fig. 5.4. 

5·2. Group theory and exchange. - In this subsection we follow the treat­
ment of Alexander, Baram and Luz [123]. In the simplest case, the Bloch equa­
tions [126] for the magnetization, Yi, of a spin in site j are 

(5.1) 

where 

(5.2) 

and w and T 2i are the Larmor frequency and transverse relaxation time in the 
j-th site. In the presence of molecular jumps, the magnetization is exchanged 
between sites [127-129] 

(5.3) ajyj + t wjk(Yk - yj) = pj' 

where Wik is the transition rate from j to k. Now consider the effect of symme-
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try on eqs. (5.1)-(5.3)[130]. Let the symmetry of the molecular dynamics be G. 
The Yk form the basis for a reducible representation of G, and each Wik may be 
associated with a group element R in G, 

(5.4) 

so that we may write 

(5.5) 

Moreover, since the W(R,J are determined by the symmetry of G, all equiva­
lent elements (those belonging to the same class C) have the same rate We, so we 
can rewrite eq. (5.3) as 

(5.6) 

We expand the Yi in terms of basis functions g).p. of the group G 

(5.7) 

where A labels the irreducible representation and µ is an index of the row in a 
multidimensional representation. The coefficients a1.u, are uniquely determined 
from G in terms of projection operators formed from the group elements. From 
group theory, for any g'Au. acted on by the sum of elements in a class [130] 

(5.8) 

where nc is the order of the class C, x ~ is the character, and nA the dimensionali­
ty of the A representation. Thus eq. (5.6) becomes 

( x~) a ·Y· - ~ W n ~ 1 - - g-) = P-J J ~ C C~ V - J , J' 
C A I, 

which can be simplified to yield 

(5.9) ajyj - t WAgj). = Pj 

by defining W), , the rate for the representation, as 

(5.10) 

Thus we have replaced the summation over individual rates for exchange be­
tween sites with rates for the irreducible representations of the symmetry 
group for the exchange [131]. 

5·3. Relevant representations. - The symmetry may be used to simplify the 
analysis even further, by recognizing that not all irreducible representations l 
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are needed. Because we observe only the total magnetization 

(5.11) 

which transforms according to the totally symmetric representation A 1 of G, 
only those representations of G which mix with (couple to) A1 by the observable 
are relevant; these relevant representations of G are those which, when reduced 
(decomposed) under g, contain only the totally symmetric representation of g. 
That is, if 

(5.12) N =" n x).. XA1 ).. Liccc 
C 

is not zero, the A representation is relevant and must be included in the summa­
tion. Noting from eq. (5.10) that WA

1 
= 0 in every case, it is clear that there 

exists one independent motional parameter for each relevant representation 
(beyond A1). Indeed, in the case where there is just one relevant representa­
tion, I' beyond A1 , there is a simple analytical solution for the spectral 
lineshape [125]: 

(5.13) 

..E... I i 
Wr j aj - Wr 

y(w) = ------
K + L 1 
Wr j aj - Wr 

5·4_ Summary of symmetry considerations. - To sum up what we have de­
rived above, the effect of motion on the spectrum is determined by the relative 

g 

G 

0. 
0 
0 

Fig. 5.5. - Relevant representations of G are determined by using character tables to find 
which elements of G contain the totally symmetric representation of g. 
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symmetry of the interaction we use to probe the motion (the observable magne­
tization with symmetry group g) and the symmetry of the dynamics (symmetry 
group G). If g = G or if g has a higher symmetry than G, then only the A1 repre­
sentation of G is relevant, and the spectrum will be invariant to the motion. If g 
has a lower symmetry than G, then the spectrum will be at least partially af­
fected by the motion, and, if g has no symmetry subgroup of G ( g = C1 ), then 
the number of relevant representations is equal to the number of classes, and all 
the We can be determined. In general, the approach is to find the relevant rep­
resentations of G (fig. 5.5) using the character tables for the groups, and then 
determine the W>- in terms of the Yi using expression (5.10). 

5·5. Example: dynamics of solid benzene. - The case of benzene provides an 
illustrative example of the symmetry considerations [125]. For the molecular 
symmetry of benzene, with the observable being the anisotropic chemical shift, 
we can assign g = D2 , which has the character table given in table I and con­
tains four irreducible representations A1 , B1 , B2 and B3 • The symmetry of the 
molecule in this case can be taken as D6 , with the character table also shown in 
table I, containing 6 irreducible representations, only two of which (A1 and E2 ) 

contain A1 of D2 • Thus there are two relevant representations, which corre-

TABLE I. - Character tables for the D2 and D6 groups. The characters shown in boldface in 
the D6 table correspond to the elements of the relevant representations with respect to the 
D2 subgroup, namely those elements that do not sum to zero under D2• 

D2 E c: Cl c: 
A1 1 1 1 1 

B1 1 1 - 1 -1 

B2 1 - 1 1 -1 

Ba 1 -1 - 1 1 

D6 E 2C6 2C3 C2 3Ci 3C2 

A1 1 1 1 1 1 1 

A2 1 1 1 1 -1 - 1 

B1 1 - 1 1 -1 1 - 1 

B2 1 -1 1 - 1 -1 1 

E1 2 1 -1 -2 0 0 

E2 2 -1 -1 2 o. 0 
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spond (from eq. (5.10)) to rates WA
1 
= 0 and WE

2 
= W12 + W13 • From group the­

ory, we, therefore, expect that there is only one observable rate for the dy­
namic processes in solid benzene, the sum of the rate parameters for 60° and 
120° jumps. This makes sense, because a 180° rotation does not affect the chemi­
cal shift (making W14 ineffective) and a process which consists of a 60° jump 
(W12 ) cannot be distinguished, for example, from one which consists of a 180° 
jump followed by a - 120° jump (W13 ), hence the sum W12 + W13 • Thus, while 
the experimental NMR spectra (fig. 5.6) clearly reflect the effects of the sixfold 
symmetry in the motion, they cannot teach us about 60° vs. 120° jumps. In con­
trast, in the case of fivefold symmetry, W12 (72°) and W13 (144°) can be deter­
mined separately [132]. 

-100 -50 0 50 -100 -50 0 50 
cr(p.p.m. from benzene) 

Fig. 5.6. - 13C powder spectra of hexamethyl benzene showing the low-field part of the ex­
perimental and theoretical spectra for a number of temperatures. The right-hand side 
shows the theoretical spectra for a sixfold jump model, demonstrating the features due to 
motional narrowing present in the experimental spectrum (left). (Courtesy of D. E. 
WEMMER.) . 
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Based on the principles of this exercise, it is possible to investigate the ef­
fects of symmetry in the case of more elaborate motional dynamics. For 
example, the motion of ethylene absorbed on a smface [133], and a particularly 
beautiful possibility being the reorientational motion of carbon-60 molecules un­
der icosahedral symmetry [134, 135]. 

5"6. Macroscopic motional averaging. - In this subsection we deal with 
symmetry considerations in motional averaging of anisotropic interactions. We 
recall that powder spectra of solids are broad because of the dependence of the 
frequency on orientation 

w = w(0, ¢). 

In principle, by reorienting the sample rapidly and isotropically, simulating, 
for example, the reorientational motion of molecules in liquids, the anisotropy 
of the interactions could be made to vanish. Fortunately, it is not normally 
necessary to implement the full isotropic symmetry. of the rotation group SO(3), 
since the anisotropic interaction has some symmetry, and the dependence of 
frequency on orientation can be represented as a finite sum of components, each 
irreducible under SO(3) 

(5.14) w=Lwt. 
l 

The contribution of each component w z depends on the 2l + 1 values of the cor­
responding tensor Azm, which forms the basis of the representation D <l) of 
SO(3), and on the orientation of the magnetic field in a sample-fixed coordinate 
system, 

(5.15) 

where D~!i (Q sfc (t)) is an element of the associated Wigner rotation matrix. The 
question is what is the most economical (perhaps symmetric) set of orientations 
under which the l "if!: 0 components of w vanish. 

5·7_ Sample spinning. - For a single l, for example l = 2, one simple answer 
involves rapid hopping or spinning about an axis. If the sample is undergoing 
some type of motion on a time scale comparable to the size of the interactions in­
volved (typically a few kHz), then the orientation of the sample-fixed coordi­
nate system will be time dependent and the observed phase of the signal for a 
given transition at some instant T is proportional to 

T T 

(5.16) ¢ l ( T) = I dt W l ( t) = ~ Alm f dt D ~i (Q sfc ( t)) • 
0 0 

As we saw in subsect. 2·1 and 2·3, stroboscopic sampling, followed by Fourier 
transform, gives the average frequency of the transition over the interval. The 
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anisotropy described by tensor components Alm,., 0 for a particular l can be aver­
aged away by reorienting the sample so that the field is directed at N = l + l or 
more directions to form a cone so that 

(5.17) nk - ( _ 2n k ) 
A,t, sfc = a k - a o + N , f3, Y 

because from eq. (5.16) 

N 

(5.18) °" (l) n Nd(l) ( ) ' L.J Dmo (:..& sfc) = mo f3 °mo • 
k=l 

The remaining term, proportional to Aw , can then be eliminated by a suitable 
choice of apex angle 2(3 <O such that 

(5.19) dci~ ((3 l) = Pt (cos(3 <
0
) = 0. 

5'8. Group theory of motional averaging. - Now we pose the question of 
whether motional averaging under a subgroup G of S0(3) can average 
anisotropic terms in eq. (5.15). Such motion would represent an efficient means 
of effecting the averaging. We are concerned with the average value of each fre­
quency component over all N symmetry operations R of the group G, 

(5.20) 

where 

(5.21) n<0 = 1-- I n<0 CD ) mo N ReG mo R • 

The representations of the group S0(3) reduce under the subgroup G as 

(5.22) 

where A labels the irreducible representation of G. The average of the transfor­
mation matrices of eq. (5.21) and, therefore, the average frequency wl can be dif 
ferent from zero only if D <O contains the totally symmetric representation of 
G [136]. The multiplicity a <U.) of A 1 when D <O is reduced under G can be evaluat­
ed from 

(5.23) 

and the characters calculated from 

(5.24) 
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where (R is an angle of rotation of the corresponding symmetry operation, relat-
ed to Euler angles by 

(5.25) 1{ PR °'R+YR) (R = 2 cos- cos 2 cos 
2 

. 

TABLE II. - Characters of the n<t) in the octahedral and icosahedral point subgroups of 
SO(3). 

Octahedral (0). 

E 8C3 3Cf 6C2 6C4 
aA1 

0 1 1 1 1 1 1 

1 3 0 -1 -1 1 0 

2 5 -1 1 1 - 1 0 

3 7 1 -1 - 1 -1 0 

4 9 0 1 1 1 1 

5 11 -1 -1 -1 1 0 

6 13 1 1 1 - 1 1 

7 15 0 -1 -1 -1 0 

8 17 -1 1 1 1 1 

Icosahedral (I), p = (l + VS)/2, p = (l - VS)/2. 

E 12C5 12Cj 20C3 15C2 aA1 

0 1 1 1 1 1 1 

1 3 - 0 -1 0 p p 

2 5 0 0 -1 1 0 

3 7 - 1 - 1 0 -p -p 

4 9 - 1 -1 0 1 0 

5 11 1 1 -1 - 1 0 

6 13 p p 1 1 1 

7 15 0 0 0 -1 0 

8 17 - -1 1 0 -p -p 

9 19 - 1 -1 1 -1 0 

10 21 1 1 0 1 1 
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5·9_ Averaging under cubic and icosahedral symmetry. - Table II shows the 
character tables for the octahedral (cubic) and icosahedral groups, with the last 
column indicating the multiplicity of the totally symmetric representation A 1 

for the reduction of n<t> under G. A multiplicity of zero indicates that an 
anisotropic interaction of rank l will be averaged to zero under the symmetry of 
group G. For example, under the cubic -group, second-rank interactions like 
chemical-shift anisotropy or first-order quadrupole coupling are. averaged to 
zero. This symmetry may be implemented by reorienting the sample so that the 
magnetfc field lies consecutively along the three orthogonal axes of the sample, 
a technique known as magic-angle hopping[137, 1~8]. Magic-angle spinning in­
volves continually reorienting the sample in such a · way that, in the sample 
frame, the magnetic field traces out a cone incorporating the three orthogonal 

symmetry IT] 

l = I O r 1 · I 2 1~311 ~ I 5 I 6 I 7 I 8 I 9 I 10 I 

tetrahedral (T) 

octahedral ( 0) 

icosahedral (I) 

l= I O I 110 1 

rotation (SO (3)) 

Z=l 0 1 1 l 2 I 1ml 

Fig. 5.7. - Averaging of spherical harmonics under subgroups of 80(3). 

13 - Rendiconti S.I.F. - CXXIII 
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axes. Thus magic-angle spinning can be regarded as a continuous implementa­
tion of cubic symmetry. 

The central transition for noninteger quadrupole spins is dominated by sec­
ond-order quadrupole couplings which contain both l = 2 and l = 4 terms. These 
terms cannot vanish simultaneously by hopping or spinning about a single axis. 
However, the character table for the icosahedral group indicates that both 
these terms should vanish under icosahedral symmetry, which involves, in its 
most economical form, a motion of the sample amongst six orientations so that 
the magnetic field lies along the vertices of an icosahedron, a technique dubbed 
dynamic-angle hopping. A continuous version of this symmetry, dynamic-angle 
spinning, involves rotation of the sample about two axes so that the magnetic 
field traces out two cones incorporating the vertices of an icosahedron. I cosahe-

e T]= 0.0 0.3 0.5 0.7 1.0 

0000° U_k\_}\)\~ 
30.56°I~AJl~ 
373gollJlIA 
54 74° JL _lJlJl l_ 
63.43° J_j_Jll_l_ 
10.120 I III I 
79_190IIIJCX 
90.00° J_j_JL)L A 

Fig. 5.8. - Simulated second-order powder patterns for the central transition of a spin 
I = 3 /2 after motional averaging around a single rotation axis at various angles with re­
spect to the magnetic field. 0° (icosahedral angle), 30.56° (root of P4 (cos 0)), 37.38° (icosa­
hedral angle), 54.74° (root of P2 (cos0)), 63.43° (icosahedral angle), 70.12° (root of 
P4 (cos 0)), 79.19° (icosahedral angle). (Adapted from Solid State Nucl. Magn. Reson., 1, 
267 (1992), with permission.) 
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dral symmetry can be viewed as the next approximation to the sphere for aver­
aging of the higher-rank interactions. In fig. 5.7 we sum up which ranks are av­
eraged to zero by a variety of symmetry groups including tetrahedral, octahe­
dral and icosahedral. Note that the first ranks which are not averaged to zero 
by icosahedral motion are l = 6 and 10. 

5·10. Dynamic-angle spinning. - An alternative view of dynamic-angle 
spinning is suggested by the powder patterns of fig. 5.8 for samples spinning 
around various axes [139]. Note that some of the lineshapes are in fact mirror 
images of others, with different scaling factors. For example, the spectra at 0° 
are scaled mirror images of those at 63.43°, and those spinning at 37.38° are ex­
act images of those for 79.19°. Since reflection occurs about the isotropic-shift 
value for each crystal orientation, it is possible to rephase the signal of spins 
from all orientations simultaneously at some time by appropriate choice of spin­
ning angles and evolution times. If evolution for a period -r 1 proceeds at the 
angle {3 1 , and subsequently for a period -r 2 at {3 2 , the accumulated anisotropic 

a) 

I ' 

' I 

1.0 
I 

r 
I 

0.5 
b) 

0.0 

-0.5 
0 10 20 30 40 50 60 70 80 90 

angle (degrees) 

Fig. 5.9. - Plot of the second- and fourth-order Legendre polynomials, P2 ( cos fJ) and 
P4 (cosfJ), vs. the angle of rotation in variable-angle spinning. a) Plot in polar coordinates, 
b) in Cartesian coordinates. The nodes of both functions are indicated by dashed lines. 
(Adapted from Solid State Nucl. Magn. Reson., 1, 267 (1992), with permission.) 
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phase will be 

(5.26) 

L. EMSLEY and A. PINES 

T 

¢(T) = J w([3(t)) dt = w(/3 1) -r1 + w(/32) -r2 . 
0 

The modulation in eq. (5.26) disappears for each interaction of rank n if 

(5.27) Pn(cos/31) + Pn(cosf32)k = 0, 

where k = -rd-r1 which results in ¢(-r1 + -r2) = 0. In this way the signal recorded 

a) 

Fig. 5.10. - The external magnetic field viewed in a sample-fixed coordinate frame moves 
along one or two cones in MAS and DAS, respectively. The DAS trajectory on an icosahe­
dron crosses six vertices for the k = 5 case (b)) and the k = 1 case (c)). The k = 1 case can 
also be seen as a trajectory crossing ten vertices of a dodecahedron (d)). 
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as a function of -r 1 + T 2 with k constant will be independent of all anisotropic 
terms, and carry information only about the isotropic shifts. 

Many variations of this approach are possible because motion of the spinning 
axis is not limited to discrete positions and equal probability. Dynamic-angle 
spinning trajectories have been implemented which follow the symmetry of 
regular polyhedra. The solutions of eq. (5.27) generally describe surfaces in the 
three-dimensional space of f3 1 , {3 2 and T 1 + T 2 • A simultaneous solution for two 
equations of the form of eq. (5.27) is obtained at any point on a crossing line of 
two surfaces, and these points are shown in fig. 5.9. Two solutions, ({3 1 = 
= 37.38°, {3 2 = 79.19°, k = 1) and ({3 1 = 0.00°, {3 2 = 63.43°, k = 5), describe cones 
which traverse the vertices of an icosahedron (fig. 5.10), and thus correspond 
exactly to the icosahedral symmetry of subsect. 5·9. Figure 5.lla) shows the 
pulse sequence for a typical DAS experiment and fig. 5.12 shows the resulting 
spectrum, in this case of the central transitions of the 170 resonances in a series 

a) (,c/2)q,l (,c/2)q,2 (7!/2)q,3 (,c)q,4 (PSD)q,R 

r.f. ~ 11 n hop n ' n t 
rotor 01 / 

1 7 \ p 0 \ 7 \ -1 

b) (,c/2)q,l (,c/2)q,2 (7!/2)q,3 (,c/2)q,4 (,c/2)q,5 (,c)q,6 (PSD)q,R 

r.f. ~ 11 n hop n n hop n ' n ·t· I 
rotor / ------

1------------------------

pO--------------t~\~--
-1 ~'-----Z-----"\ ____ 7 _______ \ __ _ 

Fig. 5.11. - Pulse sequences for two-dimensional dynamic-angle spinning experiments. a) 
Conventional sequence to obtain an isotropic-anisotropic correlation, with powder pat­
terns in the anisotropic dimension characteristic of the second spinning angle. b) Sequence 
including a second hop to allow detection at the magic angle. The phases are cycled so as to 
select the pathway illustrated below the sequence in order to ensure a pure phase spec­
trum by selecting the whole echo in t2 • (Courtesy of P. J. GRANDINETTI.) 
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of crystalline silicates. A simple extension of the sequence, shown in fig. 5.llb), 
includes an extra hop after t1 which allows detection of the signal in t2 at the 
magic angle. This facilitates analysis of the spectrum since the powder patterns in 
the anisotropic dimension of the spectrum are free of second-rank contributions 
and are only due to the second-order quadrupole (fourth-rank) contributions, 
illustrated for the central transitions of 87Rb in rubidium nitrate in 
fig. 5.13 [140]. 

b) a) c) 

diopside 

100 50 0 -50 100 50 0 -50 100 50 0 -50 

Forsterite 

100 50 0 100 50 0 100 50 0 

clinoenstatite 

100 50 0 100 50 0 100 50 0 

Wollastonite 

150 100 50 0 -50 150 100 50 0 -50 150 100 50 0 -50 

Larnite 

140 120 100 80 140 120 100 80 140 120 100 80 
frequency (p.p.m. from H2 

170) 

Fig. 5.12. - a) Isotropic 170 dynamic-angle spinning spectra of a series of crystalline sili­
cates at 9.4 T. For comparison we also show b) the magic-angle spinning spectra and c) the 
double-rotation spectra of the same compounds. (Courtesy of K. T. MUELLER.) 
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Fig. 5.13. - The two-dimensional dynamic-angle spinning spectrum of the central transi­
tion of 87Rb in RbN03 obtained using the sequence of fig. 5.llb). The isotropic-anisotropic 
correlation yields powder patterns that are determined purely by fourth-rank interac­
tions, which facilitates the analysis in terms of the quadrupolar coupling constants and 
asymmetry parameters (Adapted from J. Am. Chem. Soc., 114, 7489 (1992), with 
permission). 

5·11. Isotropic-anisotropic correlation spectra. - Note that because the 
isotropic spectrum is detected indirectly in a DAS experiment, according to the 
pulse sequences shown in fig. 5.11, two-dimensional Fourier transform of the 
data (followed by a shearing transform) yields a two-dimensional isotropic­
anisotropic correlation spectrum. Thus the isotropic resolution is achieved 
without sacrificing the information contained in the anisotropies, and for each 
isotropic line we can obtain the corresponding anisotropy [72, 141, 142] which 
may allow us to assign the isotropic shifts, or in favorable cases gives access to a 
wealth of chemical information about the material under study. Such a case is 
shown in fig. 5.14 in which we show the DAS spectrum of a potassium tetrasili­
cate glass (K2 Si4 0 9) [143]. At first sight the broad line in the isotropic dimension 
may appear to indicate that the experiment has failed to remove completely the 
anisotropy. However, closer inspection reveals that this broadening is due to a 
distribution of isotropic sites in the glass and, moreover, when we examine the 
anisotropies, we see that they are dependent on the isotropic shift (fig. 5.10). 
FARNAN et al. [143] have shown that this distribution of quadrupolar couplings 
and asymmetry parameters can be converted into a bond angle distribution for 
the glass shown in fig. 5.15, thus clearly demonstrating the enormous potential 
such experiments have for structural studies of complex materials [144]. 
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Fig. 5.14. - Two-dimensional 170 DAS NMR spectrum of K2 Si4 0 9 glass, showing the reso­
nance of the bridging oxygens. The anisotropic lineshapes are characteristic of spinning at 
79.19° with respect to the field, and are due almost entirely to the interaction between the 
quadrupole moment of 17 0 and the electric-field gradient at the oxygen sites. Slices 
through the anisotropic dimension are subjected to multiparameter fits to determine the 
magnitude and asymmetry of the field gradient across the isotropic line. (Adapted from 
Nature (London), 358, 31 (1992), with permission.) 

medium-range order 
1.0 

§ 0.8 :p 
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Si-O-Si bond angle (degrees) 

Fig. 5.15. - The quadrupolar-coupling constants and asymmetry parameters extracted 
from fig. 5.14 can be used to determine the distribution of Si-0-Si bond angles in the 
K2 Si4 0 9 glass which characterizes the degree of medium-range order present in the struc­
ture. (Adapted from Nature (London), 358, 31 (1992), with permission.) 
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5·12. Variable-angle correlation spect~oscopy. - Ai:i alternative approach to 
isotropic-anisotropic correlations in MAS spectroscopy is given by variable­
angle correlation spectroscopy (V ACSY) [145]. This experiment is representa­
tive of a broad spectrum of potential new techniques, dubbed mixed dimension 
acquisition schemes (MIDAS), for obtaining many kinds of correlation spectra; 
and it is instructive to look at it in more detail. 

From the description of subsect. 5·11 it might seem that either a change in 
the rotor axis or the application of synchronous pulses is necessary in order to 
correlate an isotropic (i.e. magic-angle spinning). spectrum with a static (i.e. 
spinning at 0°) spectrum. However, we have already seen that continuous ver­
sions of the hopping experiments (the transition from magic-angle hopping to 
magic-angle spinning) yield similar results. Indeed, the V ACSY experiment 
yields two-dimensional isotropic-anisotropic correlation· spectra for spin / = 1 /2 
systems experiencing anisotropic chemical shift or heteronuclear dipolar inter­
actions without changing the spinning axis during the sequence. In subsect. 2·2 
we derived the chemical-shift Hamiltonian for ~ spin / = 1 /~ system undergo­
ing rapid spinning at an angle 0 with respect to the field. Equation (2.20) can be 
used to derive the precession frequency for a given crystallite orientation in the 
form 

(5.28) 

where the anisotropy is scaled by the second-order Legendre polynomial. Con-

evolution detection 

Jl la Ha H i 

t, (=t2) 

~ 
[, 

ti 

~ P2 (cos /3)=-0.5 

Fig. 5.16. - In «traditional» correlation spectroscopy (left) the time domain is sampled in 
Cartesian-coordinate fashion by arranging for pure anisotropic and pure isotropic evolu­
tion respectively during t1 and t2 (perhaps by changing the spinning axis from 0° during t1 

to Bm during t2 ). In variable-angle correlation spectroscopy (VACSY) (right), the same 
correlation spectrum is obtained through a non-Cartesian sampling from a series of vari­
able-angle spinning experiments, which progressively scale the anisotropic contribution to 
the evolution. (Adapted from J. Chem. Phys., 97, 4800 (1992), with permission.) 
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sider now the tin:ie domain acquisition in a conventional two-dimensional corre­
lation experiment in which the data are sampled in Cartesian coordinates under 
the pure interactions that are desired in the corresponding dimensions, as illus­
trated in fig. 5.16. In such an experiment the signal is given by 

(5.29) /(ti, t2) =ff l(wi, w2)exp[i(w 1 t1 + ct1 2t2)]dw 1 dcu 2 . 

Let us compare eq. (5.29) to the signal acquired in a one-dimensional spinning 
experiment corresponding to eq. (5.28), for which 

(5.30) f(t) = f l(w(a, {3, y )) exp [ iwt] dcu, 

and, if we substitute eq. (5.28) in (5.30), we obtain an expression of the 
form 

(5.31) 

5 

Fig. 5.17. - Two-dimensional isotropic-anisotropic NMR chemical-shift correlation spec­
trum of L-tyrosine, showing the isotropic projection and the assignment of the peaks to 
each site in the molecule. A set of 65 signals were digitized at rates of 12 kHz over a range 
of angles. Experimental data were then interpolated over a regular grid composed of 
128 x 256 points and Fourier transformed. (Adapted from / sr. J. Chem., 32, 161 (1992), 
with permission.) 
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with ti= t and ta= P2 (cos fJ) t. This expression has the same form as eq. (5.29) 
for a normal two-dimensional spectrum and suggests that by acquiring a series 
of spectra spinning at different angles we should be able to obtain an isotropic­
anisotropic correlation spectrum. Indeed, by recording such a series of spectra 
and rearranging the data as shown in fig. 5.16, the spectrum of solid tyrosine, 
shown in fig. 5.17, was obtained. The great advantage of this technique is that 
it allows one to obtain spectra by scaling interactions, thus avoiding experi­
ments in which one must switch interactions either by sudden mechanical mo­
tion of the sample or the introduction of multiple-pulse irradiation. This analy­
sis turns out to be very general (analogous to imaging by projections instead of 
Fourier imaging) and it is possible to obtain not only two-dimensional correla­
tions in this way, but also higher-dimensional spectra, the only prerequisite be­
ing that the original anisotropic nD spectrum has a form in which the anisotrop­
ic contributions scale with P2 (cos fJ). The technique has already been extended 
to the separation of anisotropic two-dimensional exchange spectra [121] accord­
ing to their isotropic shifts [146]. 

6. - Cross-polarization. 

6"1. Spin temperature. - This section is concerned with cross-polarization, 
and especially the equilibrium magnetizations observed in cross-polarization 
(CP) experiments. Using simple models of cross-polarization [147, 148] we may 
predict the equilibrium magnetizations by observing that in a system contain­
ing Ns S spins and N 1 I spins, experiencing fields B1 and Bs, the initial J spin 
magnetization is given by Curie's law 

(6.1) 

where 

(6.2) {3~ = l/kT 

is the inverse spin temperature, and 

(6.3) C1 = yjhl(l + l)NJ/3 

is the I spin heat capacity. Two of the most important quantities of the system 
are the energy 

(6.4) 

and the entropy 

(6.5) 

o oc B2 E1 = -{31 I I , 

If the spins are allowed to come into thermal contact so that they exchange 
magnetization at a rate characterized by T1s, then after- a time t » T1s the / and 
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S spins will come to equilibrium and will have equal spin temperatures 

(6.6) 

in which case the energy is now 

(6.7) Eeq = EJq + E;q = -f3eq(C1Bi + CsBJ). 

Since the Hamiltonian is assumed to be time independent, energy is conserved. 
By defining e 2 = Cs /C1 and x = Bs /B1 we obtain 

(6.8) /3eq=/30 1 
1 + x2 e2 

and we can predict the S spin equilibrium magnetization 

Meq _ · a o X Mo 
(6.9) s - l+x2e2f31CsB1= l+x2e2 s, 

where M~ is the normal value of Ms at thermal equilibrium. 

6·2. Methods for obtaining thermal contact. - In the normal laboratory 
frame T1s is comparable to the rate of equilibration with the lattice. In order to 
achieve rapid cross-polarization we must isolate the / and S spins from the lat­
tice and put them in thermal contact. We discuss two popular methods. 

i) Hartmann-Hahn matching. The Hartmann-Hahn experiment [149] is 
a rotating-frame experiment, shown in fig. 6.1, in which the B fields correspond 
to applied magnetic fields in the transverse plane. T1s is found to be strongly de­
pendent on B1 and Bs and, therefore, on X· The most rapid cross-polarization oc­
curs under the Hartmann-Hahn (HH) condition 

(6.10) 

In this case polarization can be transferred by energy-conserving mutual spin 
flip-flops as shown in fig. 6.1 [150]. Normally Ns « N 1 so that e « 1, in which 
case eq. (6.9) becomes 

(6.11) Meq _ YI Mo 
s - Ys s 

and the HH enhancement is given by the ratio rdrs which is 4 for 1H and 13C. 
We will consider in detail problems associated with HH mismatch (x ;c 1) 
below. 

ii) Adiabatic demagnetization in the rotating frame (ADRF) [147, 151]. 
A second method for obtaining efficient cross-polarization is shown in fig. 6.2. 
In this experiment (also performed in the rotating frame) transverse I spin 
magnetization is first spin locked and then the field BI is adiabatically allowed 
to decrease to zero. If we take the most simple example of a two-spin system IS, 
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s 

I s 

Fig. 6.1. - Pulse sequence for Hartmann-Hahn cross-polarization, in this case with detec­
tion of the S-spin free-induction decay. If the magnetic fields B1 and B8 in the rotating 
frames fulfill the condition of eq. (6.10), then an energy-conserving 1-S flip-flop can occur 
resulting in a transfer of polarization as illustrated schematically in the lower part of the 
figure. (Adapted from J. Chem. Phys., 59, 569 (1973), with permission.) 

. then the initial density matrix in the tilted frame is 

(6.12) 

and the Hamiltonian 

(6.13) 

where b is the heteronuclear dipolar interaction. If we assume that w 11 » b at 
the beginning of the experiment, then we obtain 

(6.14) 

and we observe that [H0 , p(O)] = 0. If we turn the field off adiabatically, this 
corresponds to the condition 

(6.15) [H(t), p(t)] = 0 

for all values of t. Thus, when the field reaches zero, we obtain a Hamiltonian 
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s 

© 21~, ©21~, ® 21,S, 
~ ~' ~ 

Fig. 6.2. - Pulse sequence for adiabatic demagnetization in the rotating frame. The evolu­
tion of the density matrix in a two-spin system is illustrated below. At the start of the ex­
periment (lower left) all the spin order is contained in Iz. After adiabatic demagnetization 
the order is transferred into the dipolar reservoir, which is in turn transferred to S-spin 
order after remagnetization at the S-spin frequency (lower right). 

and a density operator 

(6.16) 

Since the change in the density matrix was adiabatic, all the spin order -in this 
two-spin system is transferred from the reservoir Iz into the dipolar reservoir. 
It can be seen that, if we now adiabatically turn on a strong S spin field, all the 
order in the dipolar reservoir is transferred to the S spin longitudinal reservoir, 
so that we can achieve (in the two-spin system) complete transfer of polariza­
tion from I to S. The principles of this experiment are illustrated graphically in 
fig. 6.2. (Note that, if there are two I spins, complete transfer is no longer pos­
sible, a point we shall return to in sect. 7.) 

6'3. Statistical picture of cross-polarization. - An alternative way of. looking 
at CP is to consider the details of the microscopic behavior of the spins [23]. If 
we consider a system of N1 I spins with N1+ «up» and Nr «down» coupled to 
Ns S spins with N8 + «up» and Ns- «down», the I and S polarizations are defined 
by 

(6.17) 
{
P1=N1+ -Nr, 

Ps = Ns+ - Ns- . 
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Initially P s = 0 and P1 = PJ. We will consider briefly a question to which we 
shall return in the next section: what is the maximum S polarization achievable 
by the most efficient possible CP process from I to S? Our first consideration is 
that for maximum efficiency we must conserve entropy (so that the polarization 
transfer corresponds to a reversible process). The entropy depends on the num­
ber of configurations that the system can occupy, 

(6.18) S = k In W, 

in which W represents the number of ways to place N + indistinguishable ob­
jects in N positions, 

(6.19) 

If N is large, we obtain 

(6.20) 

so that the entropy is 

(6.21) 

N [ -P
2 l W= 2 exp 2N , 

p2 
S = const -

2
N . 

If we consider a situation in which entropy is conserved and all the / polariza­
tion is transferred to S, then we can equate s0 with seq and obtain 

(PJ)2 (P;q)2 
2N1 2Ns . (6.22) 

By simple rearrangement we see that the maximum final S polarization is 

(6.23) P max _ peq _ Wspo 
S - s--y~ I· 

Now we recall that the equilibrium polarization is proportional to y and N, so 
that 

(6.24) pO = I.!_ N1 pO 
I Ys Ns s . 

Inserting eq. (6.24) in eq. (6.23) 

(6.25) pmax = I.!_ {N;"" pO 
s Ys "'J Ns s' 

or for the magnetization 

(6.26) Mmax = I.!_ {N;"" MO.· 
s rs-VNs s 
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Note that the S magnetization predicted here is a factor \!NdNs larger than 
with HH matching given in eq. (6.11). 

6'4. Hartmann-Hahn mismatch. - Returning to Hartmann-Hahn experi­
ments (which will form the basis of the rest of the section), we would like to con­
sider in detail the behavior of the system for x ;c 1. (Similar considerations ap­
ply to certain incarnations of the ADRF experiment.) Using eq. (6.10) we can 
predict the dependence of M§q on the parameter x = B8 /B1 as is shown in fig. 
6.3. Although the treatment of subsect. 6'1 predicts maximum S magnetization 
for w s > w 1 , experimentally the maximum value of M§q is observed at HH 
match. In order to explain the off-match behavior, we must develop an exten-

a) 
✓N/2 - - - - - ··-- -- -- - ----=----~ 

N 
N+l 

Fig. 6.3. - S-spin magnetization as a function of S-spin r.f. field. The model of subsect. 6"1 
predicts curve a), whilst experimental dependences are obtained which follow curve b) and 
have a peak at HH match. (Adapted from ref. [152], with permission.) 

sion to the standard view of spin temperature and thermodynamics which will 
allow us to predict more accurately the equilibrium positions. Following LEVITT 

et al. [152, 153] we describe the system by an initial density operator p(O) which 
is subjected to a time-independent Hamiltonian H which acts like a unitary 
transformation on the density operator 

(6.27) p(t) = Up(O) u- 1 
, 

where U = exp [ -iHt]. From spin thermodynamics we expect that on some 
time scale t » T18 the important observables of the system, such as the magneti­
zations of the different spins, eventually become time-independent, which is 
found to be valid in all sufficiently large and complex systems. 

In the case of strong r.f. fields (applied along the x-axis) it is most conve­
nient to transform to a picture defined by a rotation about the y-axis 

A'=R-1AR, 
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with 

(6.28) 

209 

At HH match we partition the Hamiltonian into two (noncommuting) reservoirs 
of spin order, 

(6.29) 

(6.30) 

and 

(6.31) 

1 N 
D1 = ... m L liz, 

vN 1 

and a perturbation term corresponding to the dipolar interactions, 

(6.32) 
N 

V = L bi2Iixsx +Hu' 
1 

in which bi are the heteronuclear dipolar interactions and Hu is the 1-1 interac­
tion Hamiltonian. The equilibrium position is determined by projection of the 
initial density operator onto the reservoir terms 

(6.33) 

where 

(6.34) 

,..0 -
1"'eq -

(Ho I p(O)) Ho 
(HO IHO) ' 

This has a simple geometric interpretation, demonstrated in fig. 6.4. The total 
energy of the system, 

(6.35) (H) = (HI p) = (Ho I po)+ (VI po)+ (HIP, (t))' 

is conserved since the Hamiltonian is time-independent. Since. the excess term 
p' is taken to be orthogonal to H 0

, and the energetic influence of the perturba­
tion V is ignored, the energy is contained only in the reservoirs 

The reservoir energy is the component of the state vector parallel to the reser­
voir Hamiltonian, as illustrated in fig. 6.4. 

On the contrary, the entropy is split between the reservoirs and the excess 
term, and in the high-temperature approximation the ~ntropy S = p In p is pro­
portional to the spin order. The spin order is simply 

(6.36) 

14 - Rendiconti S.l.F. - CXXIII 
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p(O) 

Fig. 6.4. - Geometric picture of equilibrium. In the plane of the reservoir operators the 
reservoir Hamiltonian is described by a vector. Equilibrium is represented as the projec­
tion of the initial density operator p(O) onto the Hamiltonian. The circle represents the 
limit imposed by conservation of spin order. 

Since the transformation from p0 to p~q is unitary, the total entropy must be 
conserved. The excess term p ' serves as a repository of entropy but not 
energy. 

The partition of eqs. (6.29)-(6.32) results in the predictions of CP efficiency 
vs. mismatch shown in fig. 6.3. Whilst it may be tempting to attribute this discre­
pancy between experiment and theory to a dynamic effect, experiments show 
that even far from match constant values of the S magnetization are obtained 
fairly quickly, after initial oscillations have decayed (see fig. 6.5) [153]. 

6'5. Thermodynamics of heteronuclear cross-polarization. - To achieve a 
description which works off match we must include the effect of broadening of 
the distribution of /-spin energy levels by dipolar interactions so as to produce a 
finite width of the HH match. However, we cannot simply replace Q 1 by Q 1 + 
+ Hu since, although the choice of «reservoirs» and «perturbations» is made arbi­
trarily, nevertheless each term should either have a harmonic spectrum, or a 
dense spectrum with a large number of closely spaced eigenvalues. The energy 
level structure resulting from replacement of Q 1 by {2 1 + Hu does not fulfill ei­
ther of these guidelines. Indeed a combined Zeeman-dipolar reservoir does not 
attain internal thermal equilibrium rapidly if the applied fields are strong. Thus 
we are faced with the problem of how to include the energetic effects of Hu. 
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Fig. 6.5. - Experimental evolution of 13C magnetization as a function of cross-polarization 
time for a single crystal of ferrocene. The experiments were performed at three different 
r.f. fields where a) has an S-spin field below the Hartmann-Hahn matching condition, b) 
corresponds to match, and c) is above match. Even away from the Hartmann-Hahn condi­
tion an equilibrium state is achieved fairly quickly, and we see that the theoretical behav­
ior predicted by the standard model is not borne out in practice. (Adapted from J. Chem. 
Phys., 84, 4243 (1986), with permission.) 

The solution is based on the identification of quasi-invariants of the system, 
operators whose expectation values may be assumed to be conserved during the 
process of thermal equilibration. In the case of heteronuclear cross-polarization 
we make the following division into three relevant reservoirs: the first two are 
simply Q 1 and Q 2 of eqs. (6.29)-(6.31), and we invoke Q 3 where 

< 6.37) ha a. = - ½ t,: d;k ( 21;,1., - ½ u/ 1.- + 1; - 1 n) 
(neglecting nonsecular terms), and the perturbation is the heteronuclear coupl­
ing term 

(6.38) 
N 

V = L bi2f1xSx • 
1 

If this partition is valid (see subsect. 6"9), we may proceed to observe that, 
since the operator .L I kz + Sz commutes with all the major terms in the Hamilto-

k 
nian (i.e. J+ s-, I - S + ), it is plausible to associate a quasi-invariant operator 

Q1 with it. The expectation value (t hz + Sz) then represents the total number 

of spins with magnetic quantum number + 1/2 minus the number with -1/2, 
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the total angular momentum of the sample, which is clearly conserved by spin 
pair flips. Thus 

(6.39) 

with the normalization 

(6.40) 

Assuming that there are only two quasi-invariants of the system, then the sec­
ond quasi-invariant Q2 can be obtained: 

(6.41) 

where Q2 may be calculated to be 

(6.42) 

and where D.w = cu 1s - w 1/. 

Note that Q1 has distinct harmonic eigenvalues, while, for mismatch D.w = . 
= djk, Q2 has a quasi-continuous spectrum. Assuming N » 1, the quasi-equilibri­
um density operator is 

(6.43) 

(6.44) 

with the CP width ;._ given by 

1 2 -- _( h_3 _D_3 _I h_3 D_3_) 1 / /\ = -NM2 (hz lhz) 4 ' 
(6.45) 

where Mf is the second moment of the /-spin resonance line. This process repre­
sents a maximization of entropy under the constraints that all ( Qq) remain con­
stant. It can be visualized as partial thermal equilibration between the reser­
voirs H/ which cannot proceed to completion because of the constraint that the 
invariants ( Qq) are conserved, and may be viewed graphically as shown in 
fig. 6.6. 

Equation (6.44) predicts the achievable S-spin polarization is maximum on 
match, and falls off on either side of match as a Lorentzian function of half-
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b) 

d) 

Fig. 6.6. - Given three thermodynamic reservoirs, D 1 , D 2 , D 3 , and an initial density opera­
tor p(O) (a)), then we can define a plane in this space by Q1 and Q2 , the quasi-invariants of 
the system, which includes H 0 • b) Quasi-equilibrium corresponds to a projection of p(O) on­
to the plane (c).). Only after comparatively long times (longer than the experimental time 
scale), is the true equilibrium state reached (d)). 

width at half-height;._= (1/2) \[iiii!.. Values of N of around 10 normally pro­
duce qualitative agreement with experiment, suggesting that mismatched CP 
affects strongly the dipolar energies of nearby / spins, but that these effects dif­
fuse only slowly to / spins further away. 

Note that this choice of quasi-invariants is only valid around the HH match 
condition. For other conditions other quasi-invariants must be determined, and 
indeed one finds that cross-polarization once again becomes efficient at condi­
tions where the S-spin nutation frequency is a multiple of the /-spin frequency, 
i.e. Nwu = w 1s[154]. 

6°6. Resolved heteronuclear coupling. - As a final step towards an improved 
determination of equilibrium magnetizations we must recognize that in many 
organic solids the one-bond heteronuclear dipolar coupling is larger than the I-I 
dipolar couplings. In many cases it is even resolved and is primarily responsible 
for the oscillations in the buildup shown in fig. 6.5 [155]. 

In order to accurately describe such a situation, we must revise the partition 
of the quasi-invariants. It is convenient to consider the system as a spin pair in 
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a bath of surrounding protons and to partition the tilted-frame Hamiltonian and 
the density matrix of the / 1 S spin pair into commuting sum and difference 
terms [153]: 

(6.46) 

(6.47) 

with 

and where 

(6.48) 

,, "I 2 2 w; = V (c,J1s + wu) + (b1) , 

w~ = VCw1s - wu)2 + (b1)2
, 

I; = I; cos e ~ + I; sin 0 ~ , 

-bi 
tgeJ = -- . 

1cu 

To explain the observed equilibrium values we assume that p ~ and p J, the sum 
and difference terms in the density operator, reach equilibrium at markedly dif­
ferent rates. Indeed we find that the difference term is isolated from the reser­
voir of remaining protons, while the sum term comes into contact with the sum 
term of the bath, as shown qualitatively in fig. 6.7. Note that the separation be­
tween energy levels of H~ is close to 2w II at match, and hence thermal contact' 
between these terms is achieved by double-quantum spin diffusion. Therefore, 
we postulate a quasi-invariant Q1 whose expectation value is conserved under 
this process, 

(6.49) Q1 = N ~ 
2 

(w;'+ Nwl/)(21;' + l I,,), 
where N is the number of I spins in contact with the spin pair. Taking the 
perturbation 

N+l 
(6.50) V = H nonsec + "' b 2/ S II L.J k kxx, 

2 
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Fig. 6.7. - Schematic representation of the thermodynamic processes responsible for 
cross-polarization in cases of a resolved heteronuclear coupling. (Adapted from J. Chem. 
Phys., 84, 4243 (1986), with permission.) 

the remaining quasi-invariants can be derived to be 

(6.51) 

(6.52) 

Assuming strong r.f. fields and making the approximation w; = cu 18 + w 11 , the 
quasi-equilibrium density operator may be derived from 

(6.53) (t ) = (p(O)IQ1) Q + (p(O)IQ2) Q + (p(O)jQ3) Q 
P qe ( Qil Q1 ) 1 ( Q2 I Q2 ) 2 ( Q3 I Q3 ) 3 . 

The expectation value for the equilibrium S magnetization (in the tilted frame) 
is found to be 

(6.54) (S) = hwoi 1 {Nsin2 ei· + (N + 2)sin2 eJ} 
z 4kT 2(N + 2) 

with 

(6.55) A ;._ ✓ 2(N + 2) 
tge = - ~cu N 

In addition the expectation value for dipolar order can be obtained: 

( / S ) hw 01 l { . ,, ( N . 2 )) • J J} (6.56) 2 1y Y = 
4

kT 2 - sm 0- 1 + N + 
2 

sm 0 · + sm e cos o 
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Fig. 6.8. - Dependence of equilibrium S-spin polarization for a single crystal of ferrocene 
on the S-spin r.f. field. The theoretical curves are predicted using eqs. (6.54) and (6.56), 
with the dipolar coupling b1 /2n: = 10.7kHz, N = 10 and ).j2n: = 7.0kHz. (Adapted from J. 
Chem. Phys., 84, 4243 (1986), with permission.) 

using a 01 Tr {S;} = hw 0[/4kT. As shown in fig. 6.8, these equations give excel­
lent agreement with experiment for the expectation values of both the S mag­
netization and the dipolar order (which can easily be observed indirectly) in the 
example of ferrocene. This suggests that the postulated quasi-invariants are a 
good approximation to reality. 

7. - Unitary bounds on spin dynamics. 

In this section we shall consider some limits on polarization transfer imposed 
by the unitary quantum dynamics. Normally, one would expect that the total 
polarization of the NI spins, which amounts to VN in an INSM system, could be 
transferred to the M S spins to which they are coupled. This limit is often re­
ferred to as the entropy limit since it is the maximum achievable polarization 
transfer that one can expect from a thermodynamic approach, as we derived in 
subsect. 6'3. 

In fact/or an isolated system the amount which can be transferred is always 
less than the yN limit [156-161]. It has been shown that, if the mechanism for 
transfer is a unitary transformation, polarization transfer is always incomplete 
in INS M systems where M < N [156]. The origin of this effect is that we do not 
expect the finite INS M system to behave thermodynamically unless both N and 
M are large, or the J NS M system is part of an ensemble of coupled INS M sys­
tems, or the INSM system is coupled to a bath or thermodynamic reservoir. 

Tl. Unitary evolution. - The evolution of the density matrix p in an INSM 
system in the absence of dissipative behavior such as relaxation is governed by 
the Liouville-von Neumann equation [2-5] 

(7.1) dp/dt = -i[H(t), p(t)], 
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and, as we have seen when H is time-independent, the solution of eq. (7.1) is 
simply 

p(t) = Up(0) u- 1 
, 

where U represents a unitary transformation. Even when H is time-dependent, 
a solution to eq. (7.1) can be found by dividing H(t) into a series of sufficiently 
small parts H1H2 ••• Hn such that each part can be considered time-indepen­
dent. The solution of eq. (7.1) then becomes 

(7.2) p(t) =Un ... U2 U1 p(0) ul-l u2-l ... un-l. 

Unitary transforms govern the spin dynamics of all NMR experiments, if we 
neglect relaxation. The evolution of the density operator describes a trajectory 
in a Liouville space formed by n 2 orthogonal basis operators Q k • At any time the 
density operator p(t) corresponds to a point (a1, a2, •.• , an2) where the a1c are 
given by 

(7.3) ak = (Dk Ip)• 

T2. The entropy limit. - The amount of spin order in the spin system is 
given by ( p I p ). Since we are considering unitary evolution, this quantity is con­
served and evolution satisfies the condition 

(7.4) ( p( t) I p( t)) = ( p( o) I p( o)) . 

Given the initial density operator 

(7.5) 

then 

(7.6) 

p(0) = (r(0)cos0(0), r(0)sin0(0), 0, ... , 0), 

n2 
r(0)2 = r(t)2 + L af (t), 

3 

which leads to the constraint 

(7.7) lr(t)I ~ lr(0)I, 

which is known as the entropy bound. For example, this corresponds to the case 
of lr(t) I ~ yN in the INS system shown in subsect. T7. 

T3. Bounds on unitary evolution. - S0RENSEN [156] has shown that the to­
tal amount of achievable polarization transfer in a unitary regime is governed 
by a theorem about normal matrices [162] and that actual bounds on evolution 
applicable to unitary behavior depend only on the eigenvalue spectra of the rel­
evant operators. Defining A(A) as an n-dimensional vector containing the n 
eigenvalues of an operator A ordered from highest to lowest, we make use of 
the inequality 

(7.8) (A I B) ~ A(A). A(B)' 
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which is related to the Schwartz inequality. Since eigenvalues are conserved by 
unitary transform, p(t) satisfies 

(7.9) (A I p(t)) ~ A(A). A(p). 

Equation (7.9) can be summarized as saying that the projection of the density 
operator onto any" operator Q can never be more than the maximum value ob­
tained by summing products of individual eigenvalues. This limit is always less 
than or equal to the entropy limit. For example, in an / 2S system, the simplest 
system with N ~ M, eq. (7.9) shows that the maximum amount of S polarization 
achievable using unitary behavior is 1S z rather than the \/2 Sz which corre­
sponds to the entropy limit. 

T4. Redfield's description of polarization transfer. - REDFIELD [160] has 
provided an elegant demonstration of the unitary limit. In subsect. 6"3 
we showed how adiabatic demagnetization of the / spin in a two-spin IS 
system, followed by adiabatic remagnetization of the S spin, resulted in 
complete polarization transfer. Let us consider the same process in an / 2S 
system, as illustrated in fig. 7.1. Initially there are two levels with energy 
approximately y 1 H1 (fz = 1), four - with energy zero and two with energy 
-y I H1 (left-hand side of fig. 7.1). These sets of levels are not degenerate, 
being split by the heteronuclear dipolar interaction. We assume that the 
occupation of the levels is a - E:, a and a+ E:, where a= 1/8, and their 
total spin angular-momentum _values mli are - 1, 0 and + 1, respectively. 

m1 
+Hi Yi 

p p ms 
-1 2 (a-£) 

YsHs 2 (a-c) 

2a -1/2 
0 adiabatic 

0 4a 

2a -rsHs 

-Hi YI 2 (a+£) +1/2 

1 2 (a+c) 

Fig. 7.1. - Energy levels and populations before (left) and after (right) adiabatic demagne­
tization of the I spins followed by adiabatic remagnetization of the S spin in an / 2 S system. 
Only one unit of I polarization is transferred to the S spin. 

This yields an initial polarization, defined as the sum over all eight levels 
of il 1 = L Pi mli, which equals 4£. 

i 

After the demagnetization and remagnetization (right-hand side of fig. 7.1), 
we have two groups of four energy levels separated by energy of approximately 
(1 /2) y s H s . In this case their total spin angular momentum is ± 1 /2, and the 
populations are determined as described above by retaining the ordering of the 
populations that existed initially (since the whole process was adiabatic). Thus 
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in the upper group of levels there are two with occupation probability Pi= a - c 

and two with Pi= a. Similarly for the lower group, two levels have Pi= a+ c, 

and two have Pi = a. The final polarization, which is the sum .18 = L Pi msi, is, 
therefore, equal to 2c. i 

Thus there is a net polarization loss by a factor of 0.5, or an efficiency of 
transfer to single S spin of one unit of initial /-spin polarization. In terms of the 
norm of the density matrix, this means the polarization has been reduced by a 
factor 1/\/2 from P1 = \/1+1 = V2 to P1 =\Ii= 1, exactly in agreement with 
the prediction made in subsect. 7"3. 

7"5. Bounds in INS systems. - We can generalize the results obtained for S 
polarization in the IS and / 2 S cases to INS without too much difficulty by deriv­
ing the following formulae for the maximum amplitude of S polarization: 

(7.10) 

(7.11) 

Figure 7.2 shows a max /\!Fl as a function of the number of I spins. Even in the 
limit of N ----') oo the amount of S polarization does not reach the entropy limit. 

2 6 10 14 18 22 26 
N 

Fig. 7.2. - Illustration of the maximum possible transfer efficiency relative to the efficien­
cy predicted by the entropy bound for the transfer of /-spin polarization to S spins in an 
INS system. (Adapted from J. Magn. Reson., 86, 435 (1990), with permission.) 
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Indeed, using Stirling's formula, 

(7.12) n! = ( ; r \l27m, 

which is valid for large n, we can derive a comparison of the two bounds for 
large N: 

(7.13) 
a max .. ~ VN = v2/n = o.so. 

We find that unitary behavior only reproduces the thermodynamic entropy limit 
when both N and M are large. 

7'6. The thermodynamic limit. - By extending Redfield's model (subsect. 
7'4) to larger spin systems we gain more insight into spin temperature, since 
the final distribution gets closer and closer to the Boltzmann distribution. For 
example, in an / 4 S2 system, in analogy to fig. 7.1 the uppermost set of four lev­
els has energy roughly 2hy1 H1 , quantum number mli = -2, and Pi= a - 2c:, 
where a= 1/64. The next uppermost set of sixteen levels has mli = -1 and 
Pi= a - c:. The middle set of 24 levels has m 1i = 0 and Pi= a, and the lower lev­
els mirror the upper ones. The spin polarization is 64c:. After adiabatic transfer 
of polarization the two S spins have three sets of levels. The upper and lower set 
each contain 16 levels with - msi = ± 1. The populations of the upper set are 4 
levels with Pi= a - 2c: and 12 with Pi= a - c:. The final polarization this time is 
40c:, giving a polarization efficiency of 40/64, which is greater than for the / 2 S 
case. This is a consequence of the fact that, as the number of I and S spins gets 
larger, the initial and final distributions of eigenvalues resemble each other and 
are binomial. Thus Redfield's simple treatment sheds a large amount of light on 
the connection between spin dynamics of isolated systems and the thermody­
namic limit. 

To calculate the maximum enhancements for M > 1 we remark that the bi­
nomial distribution of eigenvalues of the I spins is increasingly well approxi­
mated by a normal distribution. Hence the limit N ~ oo was represented by 
substitution of the binomial for a normal distribution in eq. (7.13). For M > 1 
we can do this by matching the normal distribution of the I eigenvalues with the 
binomial distribution of the S eigenvalues, and it can be shown that 

(7.14) max(N M) ,Sl(M-2)/2 [ ( ( i M ))
2

]] 

a:""°PY(N:
00

~, M) ="~ to exp -½ g l- 2-M;~(j) ' 
where g is the inverse of the function 

X 

(7.15) F(x) = ~ _f exp[-u2 /2]du. 
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Fig. 7.3. - Relative efficiency of polarization transfer in an INSM spin system as a function 
of M when N tends to infinity. (Adapted from J. Magn. Reson., 93, 648 (1991), with 
permission.) 

Equation (7.14) is plotted as a function of M in fig. 7.3, where we see the ten­
dency towards maximum polarization transfer for large M. Indeed, as M ~ oo , 

matching of two normal distributions with standard deviations a 1 = VN/2 and 
a8 = yM/2. amounts to 

(7.16) amax(N ~ oo, M ~ oo) = 

which is the entropy limit. 

7·7. Two-dimensional bounds. - We make use of a graphical technique re­
cently introduced by LEVITT [161], in which the region of Liouville space acces­
sible through unitary transformation is mapped as a function of two operators 
Q 1 and Q 2 • For example, an obvious choice of operators might be 

(7.17) 
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where 

(7.18) 

These two operators define a plane in Liouville space, and we can map the ac­
cessible states by evaluating eq. (7.9) for the linear combination 

(7.19) 

for all values of 0. In fig. 7.4a) we see how this leads to a region of accessible 
space for a two-spin IS system when p(O) = /1z for !2 1 = lz and !2 2 = Sz, In 
fig. 7.4b) we see the region of allowed space for a three-spin system / 2 S, which 
is the simplest system we can consider with N ~ M. In this case p(O) = / 1z + /2z 

for Q 1 = J iz + I zz and Q 2 = Sz, and we see that the region of_ allowed states inter­
sects the Sz axis at a value of 1. In the particular plane considered in 
fig. 7.4b) the maximum size of the projection of the spin vector onto the 
plane is continuously getting smaller as 0 gets larger. AB we are dealing 
purely with unita~y transformations, the norm of the total spin vector (which 
represents the degree of spin order and is proportional to the entropy 
of the system) must be conserved, which indicates that other operators 
must be involved. Indeed, if we consider instead !2 1 = / 1z and !2 2 = Sz, again 
with p( 0) = / 1z + /2z, we note that the size changes in a different way (fig. 
7.4c)) and there is a combination corresponding to Qr = I lz + Sz which has 
an amplitude.equal to the entropy limit. Thus p(O) = / 1z + /2z can be completely 
converted into p(t) = 11z + Sz. This simple two-dimensional representation 
can be easily extended to a subspace of three or more dimensions, but 
we usually find that the two-dimensional projections of fig. 7.4 are the 
most useful. 

a) b) c) 
entropy bound 

unitary bound 

Fig. 7.4. - The shaded regions are projections of the regions of Liouville space accessible 
within the unitary bound onto planes defined by a) Sz and / 1z + /2z in an IS system with 
p(O) = lz and b) Sz and / 1z + l 2z for an / 2S spin system, and c) Sz and / 1z for an / 2S spin sys­
tem. Both b) and c) have ,c( 0) = / Iz + I 2z • The circles correspond to the entropy limit of yN 
polarization. Note that in both b) and c) the region intercepts the Sz axis at a value of 1.0, 
but that in c) the region touches the entropy bound for Qr= / 1z + Iz. 
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TB. Transfer of basis operators. - In an / 2 S system a total of 32 products of 
Cartesian operators form a basis set. They can be divided into 8 classes: 

(7.20) 

where a, {3, y are interchangeably x, y, z. Each of the operators within each 
class share common eigenvalues. If we take a linear combination of two of these 
operators according to eq. (7.9), we find that, when Q 1 and Q 2 belong to the 
above set, il(Q r) is the same for all combinations Q 1 and Q 2 with values 
of 

(7.21) 

!
A 11 : A 22 : cos 0 + s~n 0 , 
A 33 - A 44 - cos 0 - sm 0 , 

A 55 = A 66 = sin 0 - cos 0 , 

A 77 = A 88 = - cos 0 - sin 0 . 

Taking the product A(Qr)·A(p(O)) where p(O) = l 1z + l 2z, we find the maximum 
amplitude of the projection of the spin vector onto the plane a max = \,'2 for 
0 = 45°. Thus any combination of p(O) which consists of a sum of two basis opera­
tors can be completely transferred into a sum of any other two ba~is operators, 
provided the operators within each sum commute with each other. In contrast, 
two operators cannot be entirely converted into one by unitary behavior. In 
general we can state the following principle: Any sum of k commuting basis 
operators can be entirely converted by unitary transform into a sum of k other 
commuting basis operators. 

This rule is subject to some restrictions imposed by symmetry in that the 
sums of operators must belong to the same irreducible representation of the 
spin Hamiltonian [163]. For example, in an / 2 S system the sum Qr= 
= 2(a1hJ2f3 + a2 /17.Sf3 + a3 l 2,,S;3) possesses inversion symmetry (i.e. it is invari-

ant under the operation of inversion A ' = UA U - 1 
, where U = exp [ - i( ~ ir/ ix)] 

and A is the diagonal matrix of eigenvalues of Q), and has degenerate eigenval­
ues, whereas a sum of any other set of three operators in this system, such as 
Qr= a1 l17. + a2 l 2,, + a3 Sf3, is antisymmetric under inversion (i.e. A'= -A) and 
does not have any dege}?-erate eigenvalues (barring accidental degeneracy if the 
coefficients are equal). Unitary transformation does not change the symmetry 
of the density matrix, and cannot, therefore, interconvert these two operators. 
In order to avoid symmetry-related problems, we shall consider only sums of 
odd operators (i.e. single-spin operators of the type /i'7-), which always belong to 
the same irreducible representation, in the following examples. 

T9. Non unitary evolution. - To avoid the restrictions of unitary limits we 
must change the eigenvalues of the density matrix contained in A(p) by invok­
ing a nonunitary transformation. One mechanism of nonunitary transformation 
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is relaxation, which can be seen as a way of increasing the size of the system 
through the dipolar interaction. As far as polarization transfer experiments are 
concerned, we may ignore the origins of the relaxation process, as it is only the 
form of the relaxation matrix R that is important. The equation of motion of the 

u 

l2z l2z 

l1z l1z 

!~ 
s% s% 

U' ----
l2z l2z 

liz 

!~ 
l1z 

s% 

Fig. 7.5. - Schematic representation of an experiment which utilizes transverse relaxation 
to enhance polarization transfer. In the first step p(O) = /1z + /2z is transformed into p = 
= I2z + Sz by a unitary transformation U. A signal corresponding to polarization transfer of 
1 unit is then acquired as Sz decays to zero through the effect of R. The resulting I 2z is then 
transferred by U' to Sz and a second signal is acquired. The final signal-to-noise ratio is 
\fi. 
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density matrix is modified to become [117, 131, 164] 

(7.22) dp/dt = -i[H(t), p(t)] + R(p(t) - p( oo)), 

where R is a tetradyadic with four subscripts and where the element Rab, cd con­
nects the elements p ab and p cd • If we include only transverse autocorrelation as a 
relaxati<;m mechanism, R is particularly simple and only contains elements 
Rab, ab ( a -;,1:. b) with the result that the off-diagonal elements p ab will decay at a 
rate - Rab, ab which depends on the spectral densities. For our purposes it is con­
venient to adopt a normal-mode analysis [131] where the normal modes of the 
system are the n = 2N + M Cartesian basis operators of the INS M system. The 
evolution of the density matrix under the effect of relaxation alone is now 
given by 

(7.23) dp/dt = Tv(t), 

where v(t) is a vector containing elements v 1 ... v n corresponding to the n basis 
operators. In the case under consideration I' only contains diagonal elements 
which affect transverse operators. For the moment we wish to observe simply 
that, if we allow the system to reach equilibrium (t ~ oo ), the effect of trans­
verse relaxation is to remove all the transverse components of the density 
matrix. 

We can now envisage the gedanken experiment shown in fig. 7.5 which is ca­
pable of achieving the thermodynamic limit for polarization transfer. For the 
sake of convenience we have assumed that the time scale of relaxation is much 
longer than that of U. We note that, if p = Sx + / 22 , then we can detect Sx (or any 
other observable), which simultaneously decays to zero through T2 , whilst / 22 

(or any longitudinal state) remains unaffected as long as T1 is sufficiently long. 
The action of detection corresponds to a nonunitary operator which removes the 
transverse components of the spin vector whilst at the same time accumulating 
a signal of size 1. Thus, after the first detection period in the experiment of 
fig. 7.5, we are left with a density matrix which only contains one operator; by 
detecting the signal and allowing transverse relaxation to take effect we have 
changed the numerical values of the eigenvalues of the density matrix. In the 
experiment of fig. 7.5 there are two detection periods, during each of which we 
can acquire a signal of size 1. Thus the total resulting signal of 2, coupled with a 
total random noise level of V2, leads to a final signal-to-noise ratio of v§., which 
is the entropy limit. The most reassuring feature of the experiment is that by 
changing the eigenvalues of the density matrix nonunitary dissipative behavior 
can be used to enhance overall accumulated polarization transfer. 

TlO. Cross-polarization echoes. - Before leaving the subject of unitary lim­
its we remark that much of the language in which cross-polarization was dis­
cussed in sect. 6 suggests that it is an irreversible process. One speaks loosely 
of polarization «diffusion» and of projection of the magnetization. However, we 
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have emphasized here that the dynamics are in fact governed by unitary proces­
ses. If this is the case, then, although the dynamics are such that forward trans­
fer may be incomplete, reversing the process should be entirely feasible. There­
fore, as we saw in subsect. 1'10, we should be able to apply time-reversal tech­
niques to cross-polarization. Indeed, it is quite obvious that time reversal of 
both Hu and HIS would lead to the formation of a cross-polarization echo. 

8. - Zero-field NMR. 

One of the motivations for doing multiple-quantum NMR described in early 
sections was to simplify complex spectra. There the complexity of the spectra 
arose from homogeneous effects, such as the large number of dipolar couplings. 
But spectra may be intractably complex and broad owing to inhomogeneous 
broadening as well, which arise from orientational distributions that produce 
superpositions of inherently simple spectra. This broadening occurs in disor­
dered systems such as polycrystalline solids, amorphous materials, or partially 
ordered polymers or biological compounds. Because of the anisotropy of the 
dipolar and quadrupolar interactions, molecules or small groups of spins exhibit 
different spectra for different orientations; the complete spectrum, therefore, 
reflects subspectra from all the different orientations, superposed to form a 
broad, often featureless «powder pattern» from which little information can be 
obtained. 

An example of the proton NMR spectrum of a polycrystalline organic solid, 
containing four hydrogens per molecule, is shown in fig. 8.1. The situation is 
similar to that encountered in crystallography by X-ray or neutron diffraction. 
Although oriented crystals provide diffraction patterns from which structural 
information can be extracted, a polycrystalline sample yields a considerably 
less useful powder pattern. We have already considered some methods for re­
moving this broadening in sect. 2 and 5. Another solution to this problem is to 
perform the NMR in zero field, using principles well known in other forms of 
magnetic resonance, for example nuclear quadrupolar resonance (NQR) [165] or 
optically detected electron paramagnetic resonance (EPR). In the absence of a 
magnetic field defining an axis in space, all orientations are equivalent and 
orientationally disordered materials should provide sharp «crystallike» spec­
tra. The only problem is to overcome the low sensitivity inherent in the low fre­
quencies of zero-field NMR. To take advantage of the high resolution of zero 
field and the high sensitivity of high field, we employ adaptations of well­
known field-cycling methods [166-173]. 

A diagram of the simplest field cycle and the corresponding apparatus need­
ed is given in fig. 8.2 [174]. Removal of the sample to an intermediate field, fol­
lowed by a sudden transition to zero field, causes the magnetization carried 
from the high field to oscillate at frequencies characteristic of local magnetic 
dipolar or electric quadrupolar interactions. Reapplication of the high field per-
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Fig. 8.1. - High-field NMR spectrum of a polycrystalline 1, 2, 3, 4-tetrachloronaphthalene­
bis(hexachlorocyclopentadiene) adduct, a four-proton system. As in many dipolar powder 
patterns, little structure is resolved even though only a small number of spins are strongly 
coupled together. (Adapted from J. Chem. Phys., 83, 4877 (1985), with permission.) 
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Bo 
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Fig. 8.2. - Zero-field NMR cycle. The applied field is decreased adiabatically by mechani­
cally shuttling the sample out of the bore of a superconducting magnet. The magnetization, 
preserved in this process, is maintained by an intermediate field, B 1 , which is larger than 
the local internal fields. A second coil produces a pulsed field B2 that rapidly cancels all 
other fields and initiates evolution of the spin system in zero field. The local interactions 
now determine the axis system in zero field and are identical for all crystallites. Reapplica­
tion of the intermediate field terminates the zero-field evolution, and the sample is re­
turned to high field, where the magnitude of the signal is measured. The period t1 is in­
creased incrementally in successive field cycles to produce a time domain signal which pro­
duces the zero-field NMR spectrum upon Fourier transformation. (Adapted from Acc. 
Chem. Res., 20, 47 (1987), with permission.) 
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frequency (kHz) 

Fig. 8.3. - Zero-field NMR spectrum of the same solid sample shown in fig. 8.1. The sharp 
peak at zero frequency is truncated for purposes of display. The evolving zero-field magne­
tization was sampled at 5 µ.s increments to give an effective zero-field bandwidth of 
100 kHz. From the spectrum the configuration of the four-spin central ring could be deter­
mined. (Adapted from J. Chem. Phys., 83, 4877 (1985), with permission.) 

mits sensitive detection as a function of the time spent in zero field. Fourier 
transformation of this time domain signal will produce a zero-field frequency 
domain spectrum with high resolution and full high-field sensitivity. AF, an 
example, the zero-field NMR spectrum of a polycrystalline sample of the four­
proton spin system of fig. 8.1 is shown in fig. 8.3 [171]. The relative positions of 
the hydrogens and the conformation of the central cyclohexane ring can be de­
termined from such a spectrum. 

s·1. Zero-field NQR of deuterium. - Frequency domain methods have long 
been used to observe quadrupolar nuclei (J ~ 1 ), where direct detection of the 
quadrupolar resonance is possible at high frequency. These methods are of lim­
ited applicability, however, when the frequencies are low ( < 100 kHz), as, for 
example, with deuterium. Moreover, direct detection requires the use of ra­
diofrequency irradiation in zero field. Clearly, Fourier transform experiments 
of the type described in the previous section can avoid many of these problems. 
Ai, an example, the high-field 55.6 MHz deuterium NMR spectrum of 
perdeuterated polycrystalline diethylterephthalate is shown in fig. 8.4a) [175]. 
Only the most prominent singularities of the methyl, methylate and aromatic 
lineshapes can be resolved, since the deuterium signal is distributed over a 
wide bandwidth (although in favorable cases it can be «dePaked» ). In contrast, 
the zero-field deuterium spectrum in fig. 8.4b) displays four distinct groups of 
peaks with sharply resolved fine structure. From such a spectrum resonances 
from different sites in the molecule can be assigned. In this case, five inequiva-
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a,) 
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Fig. 8.4. - a) Deuterium high-field NMR spectrum of polycrystalline perdeuterated di­
ethylterephthalate, CD3 CD2 OOCC6 D4 COOCD2 CD3 • Only the singularities of the methy­
lene and aromatic sites are distinguishable in this broad powder pattern. Three _separate 
quadrupolar sites can be discerned from the overlapping powder lineshapes. b) Zero-field 
deuterium NQR spectrum of the same sample. Four distinct frequency regions with re­
solved peaks are evident corresponding to, in order of decreasing frequency, the aromatic, 
methylene, methyl sites and v O lines. Quadrupolar coupling constants and small asymme­
try parameters were established for five inequivalent sites in the molecule. (Adapted from 
J. M agn. Reson., 69, 243 (1986), with permission.) 

lent sites are established: methyl, two inequivalent methylenes and two in­
equivalent aromatics. The high resolution of the zero-field experiment permits 
the measurement of very similar quadrupolar coupling constants and small 
asymmetry parameters. Figure 8.5 shows a further example with perdeuterat­
ed solid dimethoxybenzene [176]. The two doublets around 135 kHz arise from 
the inequivalence of deuteron sites in the aromatic ring created by the frozen 
solid-state conformation of the molecule. Many nuclei with low quadrupolar fre-
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Fig. 8.5. - Fourier transform zero-field deuterium NQR spectrum of polycrystalline 
perdeuterated 1,4-dimethoxybenzene. The upper plot shows the full spectrum. The lower 
plot shows expanded views of the three resonance regions assignable to aromatic 
deuterons, aliphatic deuterons and v O lines. There are two pairs of lines indicating differ­
ent quadrupole couplings and asymmetry parameters for the aromatic deuterons. The dif­
ferences are due to the solid-state molecular conformation, which renders pairs of the aro­
matic positions inequivalent. (Adapted from J. Chem. Phys., 80, 2232 (1984), with 
permission.) 

quencies are directly accessible by such zero-field NQR studies, and among 
those studied in our laboratory, in addition to deuterium, are 7Li [175], 
14N[177], 11B[178] and 27A1[179]. 

s·2. Two-dimensional zero-field NMR. - Connections between zero-field 
NMR and NQR transitions (which relate to connections between molecular 
sites) can be determined by extending the experiment to incorporate two time 
periods in zero field [174, 180]. The basic idea is to obtain the signal as a func­
tion of two independent time variables, t1 and t2 , and then to Fourier transform 
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Fig. 8.6. - Two-dimensional zero-field cycle and spectrum of selectively deuterated (CD2) 

solid diethylterephthalate. The zero-field spectrum is obtained as a function of two inde­
pendent time variables, t1 and t2 , which are separated by application of an intermediate 
pulsed field. This mixing transfers coherence between the zero-field transitions. As seen in 
the experimental spectrum, off-diagonal peaks indicate connectivities between the zero­
field quadrupolar transitions. In this case, transitions can be assigned to inequivalent deu­
terium sites in each CD2 group. (Adapted from Chem. Phys. Lett., 129, 55 (1986), with 
permission.) 

against both to obtain a two-dimensional zero-field frequency spectrum [5]. An 
illustration of this experiment is provided in fig. 8.6a), where the field cycle 
shown employs a pulsed-field mixing period between t1 and t2 • Magnetization 
able to oscillate at two possible frequencies in the two time periods, for example 
the v + and v _ quadrupolar frequencies of a given site, will produce an off-diago­
nal peak, or «cross-peak», at the intersection of these two frequencies if the 
mixing sequence transfers coherence between the transitions. An experimental 
illustration of the connectivities in a spin I = 1 system appears in fig. 8.6b) 
which shows the two-dimensional zero-field spectrum of the methylene region 
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of a sample of selectively deuterated diethylterephthalate. This result shows 
that, among the four lines in the CD2 region of the spectrum, lines 1 and 3 be­
long to one deuteron and lines 2 and 4 to the other inequivalent deuteron. With 
this kind of experiment one can hope to identify sites by their quadrupole cou­
plings and then determine intersite distances through their dipolar couplings 
in a two-dimensional spectrum. 

184,93 185.03 
high-field, frequency (MHz) 

185.13 

Fig. 8.7. - Two-dimensional zero-field high-field dipolar correlation spectrum of polycrys­
talline Ba(Cl03h · H2 0. For each of 64 values of t1 , the zero-field interval, the high-field 
free-induction decay after a solid echo sequence is accumulated and stored. A double real 
Fourier transform in t1 and t2 is applied to the signal S(t1, t2 ). At the left and top are the 
projections of the zero-field and high-field spectra and in the center the correlations be­
tween the two frequency domains. Signals which appear at zero frequency in cu 1 correlate 
most strongly with signals from orientations of the two-spin system which are near the 
edges of the high-field powder pattern. Zero-field signals which appear at~ 42 kHz corre­
late the orientations which appear near the peaks (at ~ ± 21 kHz) of the high-field powder 
pattern. (Adapted from J. Chem. Phys., 83, 4877 (1985), with permission.) 

A different class of two-dimensional experiments reserves zero-field evolu­
tion for the period t1 and high-field evolution for the period t2 in order to corre­
late high-field and zero-field NMR transitions. An example, shown in fig. 
8.7 [171] for two water protons in a polycrystalline hydrate, displays the Pake 
doublet powder pattern in the high-field dimension and a three-line zero-field 
spectrum in the other dimension. In principle, one can contemplate obtaining 
high-resolution chemical shifts in the high-field dimension and sharp dipolar 
couplings between sites in the zero-field dimension. 
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8"3. Zerojield pulses. - The discussion so far has focused on the sudden re­
moval of an applied field to induce zero-field evolution as in fig. 8.2. This ap­
proach, however, suffers from two principal disadvantages. The first derives 
from the requirement that the intermediate field be larger than the local spin 
interactions so that the Zeeman interaction dominates. For nuclei with small 
magnetogyric ratios and large quadrupolar coupling constants, this condition 
requires that a field of a few hundred to a few thousand gauss be applied for 
some tens of milliseconds-perhaps a difficult task. The other disadvantage 
comes from the lack of selectivity in the sudden transition that excites evolution 
of different isotopes and spins (e.g., protons, deuterium, 13C) in zero field. The 
experiment can be made selective and more flexible, however, by a simple mod­
ification of the field cycle to use pulsed d.c. magnetic fields to excite different 

Q.,) 

A B 
b) 

Fig. 8.8. - Pulsed-field cycling with adiabatic demagnetization and remagnetization. a) 
Demagnetized sample A differs from one which has resided on zero field for an extended 
period B. Both have no magnetization, but A will spontaneously polarize when returned to 
a field, while B requires a time on the order of the spin-lattice relaxation time, T1 , to polar­
ize. It is this zero-field order of A which is exploited after demagnetizing to zero field by 
applying d.c. pulses (for example, rr / 2 zero-field pulses) to initiate evolution for the time 
t1 • The evolution is terminated by a second pulse and the sample is returned to high field 
for sampling of the magnetization. This field cycle provides flexibility in employing large 
fields for brief periods of time, as well as in selective excitation of different spins (e.g., 13C 
vs. protons), by varying the magnitude, direction and duration of the pulses and level 
crossings in heteronuclear spin systems. (Adapted from J. Chem. Phys., 83, 934 (1985), 
with permission.) 
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nuclear spins in zero field, as illustrated in fig. 8.8 [174, 177, 181]. The sample is 
first removed completely to zero field through adiabatic demagnetization in the 
laboratory frame. Application of a pulsed d.c. field at this point then changes 
the state of the system and induces evolution in zero field for a time t1 • This evo­
lution may be terminated with a second d.c. pulse. The effect is analogous to 
pulsed NMR in high field, but here the resonant frequency, and, therefore, the 
frequency of the pulses, is zero. Finally, the sample is adiabatically remagne­
tized back to high field for normal high-field NMR detection. Different isotopes 
and spins can be addressed separately by making the zero-field pulses selective, 
perhaps by using composite pulses· that produce 2rr rotations for all isotopes ex­
cept the one of interest. 

An additional advantage of pulsed-field cycles of the sort shown in fig. 8.8 is 
that they permit level crossings between protons and quadrupolar spins during 
the adiabatic demagnetization and remagnetization. This possibility allows the 
zero-field evolution of a quadrupolar spin, say deuterium, to be detected by the 
effect on the more sensitive proton spins. Indirect detection has long been used 
in traditional field-cycling NQR experiments, but in the usual procedure the 
protons are made to absorb low-frequency zero-field irradiation directly, by 
which a low-frequency signal that obscures the NQR lines is produced. The 
time domain experiment alleviates such problems by using selective d.c. pulsed 
fields. An example of a 14N zero-field spectrum obtained by selective pulses in 
zero field and indirect detection through the protons is shown for polycrys-

0 40 80 120 160 
frequency (kHz) 

Fig. 8.9. - Pulsed zero-field 14N NQR spectrum of solid (NH4 h S04 using the cycle in fig. 
8.8 with selective 2rr pulses for the protons. The 14N was detected indirectly by level cross­
ing with the protons. Peaks corresponding to two inequivalent nitrogen sites in the unit 
cell are labeled A and B. Residual proton signal appears below 40 kHz, but has been re­
duced sufficiently to allow for resolution of the low-frequency 14N NQR lines. (Adapted 
from J. Chem. Phys., 83, 934 (1985), with permission.) 
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talline ammonium sulfate in fig. 8.9. Such experiments on deuterium and 14N 
are likely to be useful in the study of biological systems, which are often inher­
ently amorphous or disordered. Recent experiments have demonstrated zero­
field analogs to multiple-pulse high-field NMR, including scaling of interactions 
and time reversal [182-186]. For example, fig. 8.10a) shows the sixteen-pulse 

a) 

X y X X -y X y y -X -y -X -X y -X -y -y 

b) c) d) 

0 250 500 
time (µs) 

750 1000 

Fig. 8.10. - Isotropic spin echoes for zero-field second-rank interactions. a) The second­
rank sixteen-pulse time-reversal sequence. (Small interpulse spacings correspond to , de­
lays, whilst large spacings correspond to 2,.) b) The magnetization of the protons in poly­
crystalline adamantane decays due to the local isotropic dipole-dipole couplings. c) After 
74 !J.S the isotropic time-reversal sequence is applied and the magnetization is retrieved 
370 !J.S later, because the scaling factor is 1 / 5. d) Free evolution in zero field is resumed at 
time 810 !J.S. One sample point is taken per cycle (36.8 !J.S). The pulse duration is 1 !J.S. 

(Adapted from Phys. Rev. Lett., 67, 1989 (1991), with permission.) 

sequence that achieves time reversal of second-rank interactions. The sequence 
also isotropically scales first-rank interactions by k = 1 /5. In this process the 
Hamiltonian is rotated by all of the six 1r / 2 and the eight 3rr / 2 rotations of the 
cubic group with relative weights 2 to 1 (cf. sect. 5). Figures 8.lOb)-d) show the 
result of applying the sequence to a sample of solid adamantane, generating an 
echo after the zero-field free-induction decay [185]. 
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s·4. Calculation of the zero-field spectrum. - It is instructive to perform a 
specific calculation of the zero-field signal for a simple case. Consider a molecule 
or group of spins in a polycrystalline or otherwise disordered sample. The labo­
ratory-based coordinate system is denoted x, y, z as usual, with any high field 
B 0 along z, and molecule-based axes are labeled xm, ym, zm. We denote by R(Q) 
the operator, or by R(Q) the superoperator, that effects the transformation be­
tween laboratory and molecular frames. The transformation angles Q are char­
acterized by a probability distribution P(Q) over the sample. Q = (a, {3), where 
a, {3 are the two Euler angles, the third angle y is not required owing to cylindri­
cal symmetry about z in high field and is accordingly set to zero. 

In the molecular frame the internal Hamiltonian (dipolar, quadrupolar, etc.) 
is homogeneous in the sense that it is independent of Q or position in the 
sample. For the simple field cycle of fig. 8.2 the initial state of the spin system 
is given by 

(8.1) 

and /z is detected in high field at the end of the cycle. Thus we can use precisely 
the formalism of previous sections. The zero-field time domain signal (again we 
write t instead of t1) is given by 

(8.2) 

The subscript !2 reminds us that this signal is for a particular orientation of the 
molecule or spin system in the laboratory. U!2 (t) is the zero-field propagator in 
the laboratory frame. We then write 

(8.3) 

where 

(8.4) 

is the homogeneous propagator in the molecular frame. I /z) can easily be ex­
pressed in terms of operators in the molecular frame through the Wigner rota­
tion matrices 

(8.5) R n I t n _ (1) n I (1) n 1 / D(l) 1 / _ (.!..!) ZR (.!..!) - Doo (.!..!) zm - Doo (.!..!) \,12 +m + -10 \,12 +m -

= lzm cos{3 - lxm sin{3 cos a + lym sin{3 sin a. 

Inserting eq. (8.5) into eq. (8.3) we obtain 

(8.6) fn(t) = (Izm cos{3 - lxm sin{3COSGt + lym sin{3sina· 

·I Xm(t)llzm cos{3 - lxm sin{3cosa + 111m sin{3sina). 
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8"5. Average over orientational distribution. - Expression (8.6) must now be 
averaged over the distribution P(D) to give the signal for the sample 

(8.7) f(t) = I ID (t) P(Q) d.Q. 

For an isotropic three-dimensional distribution, as in a random powder, all Q 

are equally probable, i.e. 

(8.8) P(Q) = const , 

and only three terms in (8.6) survive the integration of (8.7). The result is 

Expanding (8.9) in an eigenbasis of Um (t) in the manner of sect. 1, we obtain the 
final expression 

(8.10) f(t) = -
3
1 L ( I lxmjk I 2 + I lymjk I 2 + I lzmjk 12

) COS Wjk t, 
jk 

where lxmjk is the (j, k)-th matrix element of lxm. This expression implies that 
the signal will be linearly ·polarized along z, and that the Fourier transform 
spectrum is symmetric around zero frequency. This behavior is expected, of 
course, because of the axial symmetry around z manifested by eq. (8.8). 

8"6. Dipolar coupled spin I = 1 /2 pair or quadrupolar spin I = 1. - We can 
now evaluate (8.10) explicitly for the most basic cases of zero-field NMR and 
NQR. Consider two spins I = 1 /2 with an axially symmetric dipolar coupling. 
With the molecular z axis along the symmetry axis established by the internu­
clear vector the molecular-frame Hamiltonian in frequency units is 

(8.11) 

where the dipolar frequency w O is 

(8.12) WD = y2 jr3. 

The well-known eigenstates of eq. (8.11) are depicted in fig. 8.lla): a triplet 
1, 2, 3 (with a degenerate pair 1, 2) and a singlet S. The only nonzero matrix ele­
ments in eq. (8.10) are within the triplet manifold. The frequencies are 

(8.13) 

Plugging all this into (8.10) and recalling that we are working with a normalized 
signal Uzllz) = 1, as in sect. 1, we obtain 

(8.14) f( t) = ½ ( 1 + 2 COS ½ W D t) , 
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which predicts a spectrum of lines with equal intensities at O and ± 3w n /2, as 
shown in the lower part of fig. 8.lla). Such a spectrum is indeed observed ex­
perimentally for a pair of protons, as we saw previously in fig. 8.7. Figure 
8.llb) reminds us that the situation is entirely analogous to a single spin I= l 
(cf. the three-level system of subsect. 1"13) if r; = 0. Remember, however, that 
here we are in the molecular frame for all Q. The triplet manifold is analogous to 
that of the dipolar coupled pair and there is no singlet state. 

0 w 0 w 

c);:1 ~);:i 
I I I I I I I ~ 11 I I I 11 ~ 

0 w 0 w 

Fig. 8.11. - Energy levels and schematic spectra of two spins I = l /2 and for a spin / = 1 
in zero field for r; = 0 and for r; ;;c 0. Small deviations from local symmetry, or subtle mo­
tional effects, lead to small values of r; which are easily observable in zero field. 

For both the dipolar coupled pair and the single spin I = 1, where the asym­
metry parameter r; is nonzero, the zero-field transitions are split as shown in 
fig. 8.llc) and d). The molecular-frame Hamiltonian for the dipolar case is 

(8.15) 

which splits the c,J 12 transition, 

(8.16) 

For the quadrupolar case, the Hamiltonian is 

(8.17) 
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with the quadrupole coupling constant 

(8.18) 
e2qQ 

A= -4-. 

Thus the effects of small asymmetry are clearly visible as sharp splittings in 
the spectrum, although similar effects may be difficult to discern in highjield 
powder patterns. This agreeable feature of zero-field NMR was mentioned in 
subsect. s·1 and was quite clear in the experimental spectra of fig. 8.4 and 8.5. 
Consequently, zero-field NMR spectra may provide a useful measure of small­
amplitude motions and subtle deviations from local symmetry in disordered 
systems. Examples of these effects, for example in biaxial smectic phases, have 
appeared in the literature and might prove useful for biological applications in 
the future. 

l j x/A=10 4 

1 t =10 2 

A A =10 1 

\ A =5 

'\ A =3 

\. A =10° 

~ A =10-1 

l ! =10-3 

l l =0 

0 3A 

V 

Fig. 8.12. - Simulated zero-field spectra for jumps of symmetry axis of a deuterium spin 
with Yi = 0 between orientations differing by 20 = 20°. Only the positive-frequency halves 
of the spectra are shown. x/A, the ratio of the exchange rate to the quadrupolar fre­
quency, varies from the rigid regime (bottom) to the rapid motional limit (top). The ratio of 
the residual line broadening O/T2) to the quadrupolar frequency is 0.02. The onset of line 
splitting due to the motionally induced asymmetry (17 ~ 0) can be seen at large x/A. The 
behavior would be similar for the zero-field NMR of two coupled spins / = 1 /2. (Adapted 
from J. Chem. Phys., 85, 4873 (1986), with permission.) 
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Fig. 8.13. - Same as fig. 8.12 but 20 = 90°. This motion is equivalent to fourfold jumps 
around an axis, and, therefore, leads to an axially symmetric motionally averaged spec­
trum. (Adapted from J. Chem. Phys., 85, 4873 (1986), with permission.) 

s·7. Effects of motion. - As an example of the effect of introducing a small 
nonzero asymmetry parameter through motion, consider an axially symmetric 
dipolar- or quadrupolar-coupling tensor where the symmetry axis jumps ran­
domly through an angle of 20. When the jump rate x increases from zero, the 
zero-field spectrum should change from the static (axially symmetric) case to 
the time-averaged case, in analogy to high-field NMR studies of chemical ex­
change and motion (recall sect. 5) [187]. 

Examples of spectra simulated for a quadrupolar spin and different relative 
jump rates ( x/A) are shown in fig. 8.12 for 20 = 20° and in fig. 8.13 for 20 = 90°; 
the jumps are equivalent to fourfold jumps around an axis (due to the symmetry 
of the Hamiltonian under 180° rotations) leading to a time-averaged axially 
symmetric coupling. 

An interesting experimental example of the onset of asymmetry in dipolar 
couplings occurs in the smectic liquid crystals as shown in fig. 8.14 [188]. The 
smectic A and B phases are locally uniaxial, and, indeed, the zero-field NMR 
spectra of methylene chloride (CH2 Cl2) probe molecules dissolved in these 
phases display peaks characteristic of axial symmetry. In the smectic E phase, 
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Fig. 8.14. - Zero-field NMR spectra of the proton pairs in methylene chloride (CH2 Cl2) 

probe molecules dissolved in smectic a) A, b) B and c) E phases of liquid crystals. The 
smectic E sample exhibits a line splitting characteristic of an asymmetric dipolar coupling, 
a consequence of the biaxial environment. (Courtesy of M. LUZAR.) 

on the other hand, the line splittings reflect an asymmetry in the dipolar-cou­
pling tensor of the proton spin pair induced by the biaxial environment on the 
smectic layers. It is useful that such subtle asymmetries can be seen directly in 
powder samples. Similar effects have been seen in solid carboxylic-acid dimers 
which exhibit correlated proton jumps in the hydrogen bonds. 

8'8. Magnetic resonance with a SQUID detector. - A recent alternative to 
magnetic-field cycling is the detection of zero-field and low-frequency spectra 
using a de-SQUID (superconducting quantum interference device) detector. 
Following an early rf-SQUID design by DAY [189], the SQUID has been incor­
porated into both pulsed- and continuous-wave spectrometers by coupling the 
nuclear magnetic flux in the sample to the SQUID through a superconducting 

16 - Rendiconti S.I.F. - CXXIII 
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Fig. 8.15. - Schematic representation of a SQUID NMR spectrometer. (Adapted from 
Rev. Sci. Instrum., 61, 1059 (1990), with permission.) 

transformer as shown in fig. 8.15 [190, 191]. The SQUID spectrometers are 
quite sensitive and they have been used to detect low-frequency nuclear 
quadrupole resonances of deuterium, nitrogen-14, boron-10, 11 and aluminum-
27 in crystals and glasses, and NMR transitions arising from quantum tunnel­
ing of methyl groups at low magnetic field and low temperature shown in 
fig. 8.16 [191]. Recently a pulsed SQUID spectrometer has been built and used 
to obtain 14N NQR spectra showing the effects of quantum tunneling of ammo­
nium groups [192]. 

8"9. Comment on relationship of spatially selective pulses to zero-field 
NMR. - We would like to make a brief comment on the connection between spa­
tial selectivity with a surface coil and the seemingly unrelated area of zero-field 
NMR. In normal high-field NMR we are accustomed to exciting and detecting 
different spins (e.g., 1H, 13C, ... ) separately and selectively according to their 
different frequencies. If we wish to work with protons, we may use 400 MHz, 
for example, and for 13C we would then use 100 MHz. In zero field, however, all 
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Fig. 8.16. - NMR spectrum arising from quantum tunneling of methyl groups at low mag­
netic field and low temperature obtained using a SQUID spectrometer. (Adapted from 
Rev. Sci. Instrum., 61, 1059 (1990), with permission.) 

basic resonance frequencies are zero. So how do we differentiate between dif­
ferent species? The answer is that we use the magnetogyric ratio which is anal­
ogous to the r.f. amplitude w 1 in high-field NMR. If we apply d.c. pulses, the 
spins respond differently according to their magnetogyric ratios. But is this no­
tion not identical to the idea of spatial selectivity using a surface coil with com­
posite pulses in high-field NMR? The two tubes shown in fig. 1.29 experience 
different w 1 fields and this distinction is what is often used to label such re­
gions. Indeed, some of this work in spatial selectivity has been useful in zero­
field NMR. 

9. - Geometric phases. 

9·1. Context for geometric phases. - Nuclear spins provide an ideal arena for 
the demonstration of a class of phenomena related to the so-called geometric 
phases [193-197], of which Berry's phase is an important example. The general 
context for the geometric phase arises from the division of a system into two 
parts, characterized by coordinates or variables that we shall refer to as exter­
nal and internal. For example, in the case of a classical object, the external co­
ordinates might be the position of the object, and the internal coordinates might 
describe its orientation. For a quantum spin, the external coordinates might be 
the direction of the spin and an internal coordinate might be the phase of the 
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wave function. For a Born-Oppenheimer molecule the external coordinates 
might be the nuclear coordinates, and the internal coordinates would refer to 
the electronic wave function. 

The separation of the system naturally gives rise to a gauge ambiguity, 
namely the fact that, for each point of the external-coordinate space, it is possi­
ble to choose a coordinate system or reference frame for the internal coordinates, 
a choice of gauge, in ·different (often an infinite number of) ways. But our observa­
tions must be invariant to the choice of gauge, a statement of gauge symme­
try [198, 199]. Now, a common and important question is, what is the change, the 
holonomy, in the internal variables, when the system undergoes a cyclic evolution 
in the space of its external coordinates, as shown in fig. 9.1. 

A -
Fig. 9.1. - If a system is characterized by internal and external coordinates, then a change 
of the internal variables may occur when the system undergoes a cyclic evolution in the ex­
ternal coordinates. For example, if the two twins A and B are initially in the same state 
and B is taken on a circuit in its external coordinates, the holonomy, or change of internal 
coordinates of B, can be determined by comparing it with A. 

The holonomy (of which the geometric phase is an example) could, of course, 
be calculated by direct solution (often cumbersome integration) of the appropriate 
equations of motion, for example the Schrodinger equation. The fact that we can 
often do better by recognizing the role of geometry and topology is a consequence 
of gauge symmetry. It is the appreciation of the broad and unifying implications of 
gauge symmetry that constitutes the basis for the remarkable contributions of 
Berry's phase and its generalizations. In this section we describe some examples 
of geometric phases with a view to demonstrating the unification of a diverse 
range of phenomena, including the phases of spins and of light, the Aharanov­
Bohm effect[200, 201], fractional quantum numbers of Jahn-Teller mol­
ecules [202-204] and the reorientational kinematics of cats [205-207]. 

9·2. Classical holonomy. - Consider the situation depicted in fig. 9.2; a par- . , 
ticle changes its position on the surface of a sphere (the external coordinates) 
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z 

Fig. 9.2. - A simple example of holonomy is obtained by transporting a particle on the sur­
face of a sphere. The direction in which the particle points is indicated by a tangent vector. 
If the particle is moved around the circuit C in such a way that it maintains a constant 
angle with the tangent to the path, this corresponds to parallel transport. Upon its return 
to the north pole, the particle has rotated by an amount y( C ), the angle holonomy. 

under parallel transport [208], namely in such a way that the particle does not 
rotate locally about its axis, the axis perpendicular to the sphere surface. The 
orientation of the particle about its axis (the internal coordinate) is indicated by 
a tangent vector. Under parallel transport on a flat surface, the orientation of 
the particle would not change; the tangent vector would remain parallel to itself 
at all times. However, the surface of the sphere is curved, which makes it possi­
ble for the orientation of the particle to change under parallel transport. In fact, 
if the particle undergoes the cyclic trajectory shown in fig. 9.2, starting and 
ending at the north pole, its orientation changes by [199] 

(9.1) r = -Q(C), 

where Q( C) is the solid angle subtended by the circuit at .the origin of the sphere 
(the area enclosed by the circuit on the surface of a unit sphere), in this case 
rr: / 2. This accumulated global rotation, even though there is no local rotation, is 
a geometric angle, an example of an angle holonomy. A famous example of such 
a classical holonomy is the rotation of the plane of a Foucault pendulum [209] as 
the Earth rotates. 

9'3. Quantum holonomy. - The classical angle holonomy derives from the 
curvature of the sphere, a consequence of its nontrivial topology. Similarly, in 
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2 

1 

two-level system polarization sphere Poincare sphere 

Fig. 9.3. - Representations of two-level systems. A two-level system can be described by 
e and ¢, the external coordinates indicating the direction of the spin, and ?, the internal co­
ordinate indicating the overall phase. The external coordinates define the surface of a 
sphere. For a spin / = 1 /2 the poles correspond to «spin up» and «spin down» z polariza­
tions and the equator represents linear combinations of x and y polarizations. On the 
sphere of light polarization (the Poincare sphere (right)) the poles correspond to the two 
helicity states (circular polarization) and the equator describes states of linear polarization 
with plane angles from 0° to 180°. 

quantum mechanics, the state space of the system may also possess a nontrivial 
topology. In fact, consider one of the simplest quantum systems, a two-level 
system, for example the states of a spin / = 1/2, or the polarization states 
of a photon (fig. 9.3). Recalling sect. 4, and following FEYNMAN et 
al. [109, 111, 210], the state of any two-level system can be described by two 
coordinates indicating the direction of the spin or fictitious spin, and a third co­
ordinate indicating the overall phase of the wave function. Thus any wave func- . 
tion can be written as a product 

(9.2) 

where a and ¢, the external coordinates, define the surface of a sphere, the po­
larization sphere (known, for light polarization, as the Poincare sphere) and ?, 
the phase, is the internal coordinate. The I~) constitute a basis or projective 
space, the space of spin or polarization states without regard to phase. The 
choice of I~) implies a reference phase for ?, namely a choice of gauge, under 
changes of which 

(9.3) I ~ ( 0, ¢)) ~ exp [ if ( 0, ¢)] I ~ ( 0, ¢)) 

any observables must be invariant. 
Suppose now that, in analogy to the case of classical holonomy in sub­

sect. 9·2, the spin begins at the north pole (along z), and undergoes the cyclic 
: trajectory of fig. 9.4 (pointing successively along x, y and z), returning to the 

initial state along z. Such an evolution can be accomplished in a variety of ways 
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Fig. 9.4. - Quantum (Abelian) holonomy manifests itself as a change in the phase of the 
wave function when the system undergoes a circuit, in this case on the sphere of polariza­
tions of a spin / = 1 /2 passing through a series of differently oriented Stern-Gerlach 
devices. 

(for example, by adiabatic following of a magnetic field whose direction changes 
slowly in a circuit, the situation considered by BERRY [193]). Since the initial 
and final spin directions are the same, the initial and final wave functions must 
be the same up to a phase factor: 

(9.4) I 'f )final = exp [ i9] I'/; \nitial • 

As we show in the next subsection, in addition to the familiar exp [iwt] type 
phase factor (total local phase accumulation) 

(9.5) . I if;( t)) = exp [ iwt] I r/J( 0)) , 

there is a geometric contribution to the phase, arising from parallel transport of 
the spin state on the curved surface. The geometric part of the phase factor, y, 

the phase holonomy (the phase change that would be obtained under parallel 
transport of the spin), 

(9.6) I 'f) ~ exp [ i y( C)] I 'f) , 
is given in analogy to eq. (9.1) by 

(9.7) y = -mfl(C), 
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where the solid angle is multiplied by the spin quantum number m, in this case 
±1/2. 

9'4. Equations for the geometric phase. - In a specific gauge { I fl}, consider 
a state 

(9.8) I r,/1) = exp [ i?] I fl . 
Differentiation gives 

(9.9) 

and from the Schrodinger equation 

(9.10) d -i 
dt I r,/1) = TH I t/J) . 

Combining eqs. (9.9) and (9.10), followed by multiplication by ( tjJ I and using the 
fact that ( tjJ It/;) = 1, we arrive at an equation for the evolution of the phase 
factor: 

(9.11) 

The first term in this expression corresponds to the local rotation (phase accu­
mulation) due to the eigenvalue of H, the familiar exp [icut] term whose integral 
around a circuit is 

(9.12) f ¼(</JIHl</J)dt =wt, 

where w is the average eigenvalue of H over the circuit and serves as a clock for 
the trajectory. The second term, on the other hand, corresponds to the geomet­
ric contribution to the overall phase 

(9.13) 

A = - i(~ Id~) is a connection [199] (it contains differentially the connections 
between the I fl of the base space, namely the phase factors that define this par­
ticular choice of gauge), which behaves exactly like a gauge potential. The geo­
metric phase can be evaluated using Stokes theorem for the integration around 
a circuit C on a surface s, 

(9.14) fA= f dA, 
C 

where dA is the curvature of the surface. Figure 9.5 illustrates the circuit of I~) 
and the accompanying circuit of I cf;) with the associated holonomy 9. The values 
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Fig. 9.5. - A circuit in the base space If) and the corresponding circuit of I ,J; ). At each 
value of the external coordinate (for each I fl), the I ,J; )'s corresponding to different values 
of the internal coordinates are related to each other by a gauge transformation, eq. (9.8). 
Since values of the internal coordinates range from O to 2rr, they are depicted as 
circles. 

of ? range from O to 2rr and are, therefore, depicted as circles. This construction 
is the simplest example of a fiber bundle [194], with a fiber circle depicting the 
internal coordinates (the phase) corresponding to each value of the external co­
ordinates for the base space of I (f) states. A gauge transformation corresponds 
to threading the fibers with a different set of I (f) 
(9.15) I (f ( s( 0, ¢))) ~ exp [ if( s( 0, ¢))] I (f ( s( 0, ¢))) , 

where s(0, ¢) represents the coordinates in the base space. The geometric phase 
of eq. (9.13) is now given by 

(9.16) y ' = - i f ( (f exp [ - if ( s ) ] I d ( exp [ - if ( s ) ] (f)) ds . 

Integration by parts from O to T leads to 

(9.17) y' = -if((fldflds + ((fl(f)(/(T) - f(O)), 

so, as expected, y is gauge invariant since I fl is single valued. 
The case we have described above refers to an Abelian holonomy ( the geomet­

ric phase is a single real number). However, geometric phases are not limited to 
be Abelian, and in general the holonomy may be represented by a transformation 
matrix of higher dimension operating on the vector 1~)[197, 211-213] 

(9.18) I~) -S exp [ iR] I~). 

9·5_ Explicit calculation for spin I= 1/2. - As a base space for spin/= 1/2, 
we use the two-component spinors with a choice of gauge corresponding 
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to [214, 215] 

(9.19) 
_ (cos f exp [i¢]) 

lc/J i+ = . e . 
sm-

2 
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Note that this gauge is ill defined at 0 = n, and is, therefore, termed the south­
pole gauge; it does not represent an appropriate choice for circuits that pass 
through the south pole. We can evaluate the gauge potential, eq. (9.13): 

(9.20) A= -i(f I df) = -i( cos f exp [ -i¢], sin f) d (cos f _ex: [i¢]), 
sm 2 

(9.21) A= ½ (1 + cos0)d¢. 

This is precisely the gauge potential of a magnetic monopole of charge m = 1/2, 
a point to which we shall return shortly. The geometric phase can now be evalu­
ated using Stokes theorem (eq. (9.14)) and eq. (9.13) to yield 

(9.22) y = - ½ J sin e de /\ d¢ = - ½ .Q( C) , 
s 

B 

Fig. 9.6.- The Aharonov-Bohm effect involves the change in phase of the wave function of 
a charged particle transported in a circuit around an (infinitely long) solenoid. Even 
though there are no forces on the particle, because the magnetic field is zero outside the 
solenoid, the interaction of the particle charge with the (nonvanishing) electromagnetic 
gauge potential outside the solenoid gives rise to a phase shift of the particle wave func­
tion. The Aharonov-Bohm phase is an example of a geometric phase. 
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which•justifies eq. (9.7) form= l/2. For a spin/ in state m, expression (9.7) is 
generally valid. 

9·6. The Aharonov-Bohm effect. - BERRY recognized that what is embodied 
in expressions (9.8)-(9.18), namely that the geometric phase is the integral of 
the gauge potential around the circuit, is reminiscent of the phase shift in the 
famous Aharanov-Bohm effect[109, 200], depicted_ schematically in fig. 9.6. A 

1 

Fig. 9.7. - For a Dirac monopole of strength m = 1/2 with flux lines emanating isotropical­
ly, a 2rr circuit (circle 1) has a geometric phase of - rr giving rise to the spinor sign change. 
In the upper figure the phase is proportional to the amount of flux that passes through the 
circuit y( C) = - ( 1 /2) D( C ). The lower picture corresponds to gathering together the lines 
of flux emanating from the monopole above and below the plane into a flux tube of strength 
m = 1/2. In this case the phase is y(C) = -(1/2)2rr = -rr if the circuit encompasses the 
tube, circles 1 and 2, and y(C) = 0 if the circuit does not include the tube, circle 3. (Cour­
tesy of K. T. MUELLER.) 
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particle of electric charge e is transported in a circuit around an infinitely long 
solenoid inside which there is magnetic flux m and outside which the electro­
magnetic field vanishes. Classically, there are no forces on the particle, so there 
should be no effects due to the solenoid. However, in quantum mechanics, we 
must consider the electromagnetic gauge (vector) potential A, which does not 
vanish outside the solenoid (it is only the field, the curl dA of the potential, that 
vanishes). The interaction of the particle charge gives rise to a quantum phase 
shift of the particle wave function given by 

y= pA, 
C 

which is proportional to the flux of the magnetic field through the circuit and 
the particle charge, 

(9.23) y = -m2ITe. 

The relationship to the geometric phase can now be made clear by consider­
ing the transport of a particle of unit charge in the vicinity of a Dirac 
monopole [214-216] of strength m, as depicted in fig. 9.7. The phase shift is 
again given by the integral of the potential around the circuit which is equal to 
the flux of the (isotropic) magnetic field through the circuit 

y = p A= -mfl(C), 
C 

which is precisely the same as eq. (9.7) fore= l. Thus the geometric phase for a 
spin looks exactly like the Aharonov-Bohm effect for the circuit of a charged 
particle near a magnetic monopole. The curvature of the spin state space is 
analogous to the magnetic field, and it is the flux of the curvature or field 
through the circuit that is responsible for the holonomy or geometric 
phase. 

9·7. Geometric phase in NMR interferometry. - In order to measure the geo­
metric phase in a two-level system, an additional level is required, to provide 
the phase reference (the twin or copy of fig. 9.1). The simplest system that can 
be used is a three-level system. For example, in the experiment of fig. 9.8 the 
holonomy of a circuit C in the 1-2 two-level system appears as a phase shift in 
the spin echo of a coherent superposition in the 2-3 system [217, 218]. Once 
again the geometric phase observed in this experiment is given by eq. (9.7). As 
we mentioned above, the circuit in the 1-2 system is not limited to be adiabatic, 
it can be nonadiabatic or even nonunitary (see subsect. 9·9), as long as we know 

'.fwhat the circuit is. If the trajectory is not a closed circuit, we can complete it 
i with a geodesic line, which does not affect the resulting geometric phase. Once 
:· again we may note some special cases (illustrated with the results shown in 
fig. 9.9). If the 1-2 transition undergoes a circuit with area 2n-, we obtain from 
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coherent 
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2-------­
C circuit 

1---+--.---

,r /2 ,r 

2-3 ~ □ 
V 
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echo 

I\ v~ 

C 

Fig. 9.8. - In NMR interferometry the holonomy of a circuit C in the 1-2 two-level system 
appears as a phase shift in the spin echo of a coherent superposition in the 2-3 system. 
(Courtesy of D. SUTER.) 

x-channel y-channel 

0 

n/2 

l[ 

2n 

Fig. 9.9. - Holonomy in a two-level system (fig. 9.3) observed in the phase shift of a spin 
echo. The NMR echo is detected in orthogonal channels of a phase-sensitive detector. The 
numbers to the left indicate the solid angle of a circuit on the sphere of polarizations for the 
1-2 subsystem. The echo arising in the 2-3 superposition moves from one channel to the 
other as the geometric phase increases from 0° to 90°. (Adapted from Phys. Rev. Lett., 57, 
242 (1986).) 
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eq. (9.6), for exp[-iy(C)] = -1, 

(9.24) 
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which is the well-known spinor sign change; one would need a circuit with an 
area of 4r. for the 1-2 transition to leave the system unchanged. In fact, we see 
that the famous spinor sign change is just a special case of the geometric phase 
for a circuit with area 2n. Similarly, if the 1-2 spin system undergoes a circuit 
with area n, we obtain 

(9.25) 

and the signal is shifted into the imaginary channel of the phase-sensitive 
detector. 

9·s. Fractional quantum numbers. - As shown in fig. 9.10, the molecule N a3 

undergoes a Jahn-Teller distortion in which the electronic degeneracy (corre­
sponding to the molecular symmetry E representation of the electronic wave 
functions) is lifted by vibronic interaction with the vibrational degeneracy (cor­
responding to the e representation of the nuclear wave functions). This is en­
tirely ·analogous to the lifting of a spin-1 / 2 degeneracy in the presence of a mag­
netic field (197, 204]. The distorted triangle can undergo an isoenergetic pseu-

>, 
b.O ,.. 
(1) 

i:: 
(1) 

~ 
Fig. 9.10. - Born-Oppenheimer potentials for the Jahn-Teller E ® e system, shown by 
taking a slice through the axially symmetric surfaces. Energy is plotted as a function of 
displacements in the degenerate nuclear vibration. On the left are the surfaces with no 
vibronic interaction; the degeneracy of these surfaces is lifted, as shown on the right, at all 
but a single point. The two surfaces diverge linearly from one another at the origin (the 
point of electronic degeneracy), with the lower surface showing stabilization for certain 
distorted geometries. The conical intersection at the degeneracy is the source of the geo­
metric phase for the evolution of adiabatic states. (Adapted from Annu. Rev. Phys. 
Chem., 41, 601 (1990).) 
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..... --··· ... A . ··· ..... .. ······· [J ······ ....... . 

degeneracy 

··--.. ~------.... .. .. .. .. ... --... ---=== 
Fig. 9.11. - Pseudorotation in a trimer. The electronic degeneracy occurs at the symmetric 
configuration, shown as the equilateral triangle in the center. The lower-energy shapes 
are distorted triangles. Low-lying vibronic states are transported around the degeneracy 
by the pseudorotation, which results in a closed circuit in parameter space (the space of 
nuclear shapes) and a corresponding Berry's phase, giving rise to fractional pseudorota­
tion quantum numbers. (Adapted from Annu. Rev. Phys. Chem., 41, 601 (1990).) 

dorotation as shown in fig. 9.11. Within the Born-Oppenheimer approximation, 
the wave function can be written 

(9.26) I ~) = I ~electronic) ® I ~nuclear) 

with I ~electronic) following the nuclear configuration adiabatically: 

(9.27) I ~ electronic) = I ~ electronic ( 0)) , 

where 0 is the pseudorotation angle. The pseudorotation angle can be consid­
ered the external coordinate, and the phase of the electronic wave function the 
internal coordinate, in analogy to the quantum mechanics of a spin I = l /2 adia­
batically following a magnetic field. The geometry is that of a 2r. circuit in the 
plane about a monopole (since we are restricted to the plane) of strength 1 /2 
and associated geometric phase factor - 1. Thus the nuclear pseudorotation 
must be quantized over a 4rr circuit, leading to a pseudorotation quantum num­
ber J which is half-integer rather than the normal integer quantum number as-
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sociated with rotation. This observation is borne out by more closely spaced 
lines in the optical spectroscopy of N a3 (204] 

9·9_ N onunitary behavior, quantum projection. - As we mentioned in sub­
sect. 9·7, the evolution of I i/1) does not necessarily have to be unitary to give rise 
to a geometric phase. Indeed, PANCHARATNAM (219] considered two states I t/J 1) 

and lt1' 2 ) in which, for example, li/1 2 ) may be obtained from lt1' 1) by means of 
some projection or filtering. A natural way to compare the phases of I if; 1) and 
I t/J 2) is by means of the inner product: 

(9.28) 

The vectors I if; 1) and I i/; 2) are said to be in phase or parallel if a = 0, so ( if; 1 I i/; 2 ) is 
real. SAMUEL and BHANDARI (220] point out that li/; 1) and li/; 2) are parallel if lc/1 2 ) 

is obtained from li/; 1) (aside from any nonunitary shrinkage) by transport of the 
associated density operator along a geodesic in the projective space, the Pan­
charatnam connection. In the limit of unitary evolution this connection reduces 
to the adiabatic connection. 

As an example of the Pancharatnam phase consider a sequence of (perhaps 
quantum) filtering measurements on spin / = 1 /2 particles, as illustrated 
schematically in fig. 9.4. A beam of particles originally polarized along z with 
initial state vector I z) is split into a reference channel and a second beam. The 
second beam enters a Stern-Gerlach apparatus oriented along x and splits into 
two orthogonal components ( Ix) and Ix)): 

(9.29) 

The Ix) component is discarded, leaving the filtered component Ix) ( x I z) which 
is in phase with the original state ((zlx)(xlz) = 1/2 is real). Thus the filtering 
or projection from I z) to Ix) is consistent with parallel transport (together with 
a shrinkage by 1 /2 and ignoring any dynamical phases) along a geodesic from z 
to x of the type shown in fig. 9.4. Following the geometry of the geodesic con­
nections in fig. 9.4, the beam now enters a Stern-Gerlach apparatus oriented 
along y (in which the I y) component is discarded) and finally a Stern-Ger­
lach (221] apparatus oriented along z (in which the I z') component is discarded). 
The final beam has the same polarization as the original beam (and 1 /8 the in­
tensity), and its state is given by 

(9.30) I tp final ) = I Z 
1 

) ( Z 
I I Y) ( Y I X) ( X I Z) • 

Although I z) is in phase with Ix), Ix) is in phase with I y ), and I y) is in phase 
with I z '), it is clear that I z) and I z ') are not in phase; they differ by an 
holonomy 

(9.31) lz') = exp[iy(C)]lz), 
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where 

(9.32) 

The Pancharatnam phase is thus just Berry's phase for the geodesic triangle 
and it can be measured by interference with the original beam (whose phase is 
on record in the reference channel). Note that the limit of a continuous (densely 
spaced circuit) of quantum filtering measurements is equivalent to unitary evo­
lution along the circuit, and in this limit the Pancharatnam phase reduces to the 
unitary geometric phase of subsect. 9·4_ 

9·10. Geometry of light. - The same result as that described for the Stern­
Gerlach-type experiments can be obtained from a circuit of polarizations of light. 
As shown in fig. 9.12, a beam of light which is initially circularly polarized is 
passed through a polarizer so that it is subsequently linearly polarized along z, a 
second polarizer polarizes the light along x, and a final polarizer returns the light 
to circular polarization. As can be appreciated from the Poincare sphere of 
fig. 9.3, such a circuit of polarizations is exactly analogous to the example of the 
Stern-Gerlach experiments given above, and gives rise to a phase shift of the light 
corresponding to a monopole m = 1 /2 given by the expression in eq. (9.32). 

A slightly different situation applies to a circuit of directions of light 
(fig. 9.12). For example, a circuit in the directions of propagation of light guid­
·ed by mirrors or an optical fiber. In this case the light behaves as a particle of 
spin I = 1, and parallel transport of, say, polarized neutrons around, for 
example, an optical fiber along one of the trajectories shown in fig. 9.12 results 
in an accumulated geometric phase [222, 223] 

y(C) = -Q(C), 

corresponding to a monopole m = I. 

a) 

b) 

Fig. 9.12. - Circuits in the space of directions (a)) and polarizations (b)) of light. 

17 - Rendiconti S.I.F. - CXXIII 
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9·11. Rotation of cats. - The acrobatics of a falling cat may seem a far cry 
from the preceding discussions of spins, light and molecules, but they share a 
lot in common and present a beautiful example of holonomy and gauge symme­
try. Consider the falling cat of fig. 9.13 beginning with its feet up and maneu­
vering to land with its feet down. Since there are no external torques, angular 
momentum must be conserved and the cat cannot just «turn itself upside 
down»; its only recourse is to change its shape. In fact, if the cat begins and 
ends with the same shape, the «canonical cat shape», it has executed a circuit in 
its space of (unoriented) shapes. The question is, what is the angle of rotation of 
the cat given the circuit of shapes? The question is entirely analogous to those 
we have treated in previous sections: if we expand the cat shape in spherical 
harmonics, the coefficients can be considered external coordinates, the space of 
shapes is the base space, the orientation of the cat comprises the internal coor­
dinates, and the gauge potential connects reference orientations for each of the 
shapes. SHAPERE and WILCZEK (206] and MONTGOMERY (207] have shown that 
for a deformable body the angle of rotation is the holonomy of the gauge poten­
tial over the circuit of shapes. In general the holonomy is non-Abelian, but a 

z 

\_ circuit of shapes 

Fig. 9.13. -The reorientational dynamics of a falling cat can be treated by dividing the sys­
tem into the external coordinates determining the shape of the cat, and the internal coordi­
nates determining the orientation of the cat. In the absence of external torques, the cat 
can only land on its feet by reorientating through a sequence of shapes. The angle of rota­
tion is the holonomy over the circuit of shapes. 
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simple Abelian example, the bin-aey eat (foilowing BHANDARI [205]), illustrates 
the essence of the problem. 

The simplest approximation to the cat shape is a rigid sphere or cylinder, 
which obviously cannot reorient. The next approximation is the binary cat, 
shown in fig. 9.14, two cylinders joined with muscle fibers allowing two degen­
erate bends; the shape space of this construction corresponds to the surface of a 
sphere, as shown in fig. 9.14, and the problem is identical to the case of classical 
holonomy of subsect. 9·2. The angle of rotation is equal to the area enclosed by 
the circuit swept out on the surface of a unit sphere by a vector on one of the bi­
nary-cat cylinders. 

Fig. 9.14. - The binary cat, approximated by two rigid cylinders allowing two degenerate 
bends, has two external coordinates corresponding to the surface of a sphere. The angle of 
rotation of the binary cat is the solid angle subtended by the circuit of the cylinder vector 
at the origin, in analogy to the quantum holonomy of a spin / = 1 (Adapted from Phys. 
Lett. A, 133, 1 (1988).) 

A quantum version of the binary cat that corresponds to the classical behav­
ior can be modeled by taking each half (cylinder) of the cat as a spin / = 1. 
Adopting a three-component spinor representation of the spin I = I [224], we 
have in the pole gauge for the base space 

(9.33) 

cos2 f exp [ -i¢] 

... lo . () () 
v~sm 2cos 2 

sin2 f exp [ +i¢] 

from which we calculate the gauge potential 

(9.34) A = - i( f I df) = cos () d¢ 
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and the curvature 

(9.35) 
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dA = -sine de!\ d¢. 

The geometric phase is the angle of rotation of the cat and is given by 

(9.36) y = f dA = -Q( C) 
C 

exactly equal to the area of the circuit, as mentioned in subsect. 9·2 and corre­
sponding to the case of a monopole of strength m = l in subsect. 9·6. Indeed, bi­
nary cats are appreciative of the gauge kinematics, and they tend to execute es­
sentially circular trajectories in the space of shapes in order to maximize the 
flux of curvature through a given length of circuit. 
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