Rational reduction of periodic propagators for off-period observations
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Abstract

Many common solid-state nuclear magnetic resonance problems take advantage of the periodicity of the underlying Hamiltonian to simplify the computation of an observation. Most of the time-domain methods used, however, require the time step between observations to be some integer or reciprocal-integer multiple of the period, thereby restricting the observation bandwidth. Calculations of off-period observations are usually reduced to brute force direct methods resulting in many demanding matrix multiplications. For large spin systems, the matrix multiplication becomes the limiting step. A simple method that can dramatically reduce the number of matrix multiplications required to calculate the time evolution when the observation time step is some rational fraction of the period of the Hamiltonian is presented. The algorithm implements two different optimization routines. One uses pattern matching and additional memory storage, while the other recursively generates the propagators via time shifting. The net result is a significant speed improvement for some types of time-domain calculations.
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1. Introduction

Many computational problems in nuclear magnetic resonance (NMR) are solved using a variety of simplification techniques related to the underlying Hamiltonian and its time dependence [1]. Often, the goal is to calculate the density matrix evolution over long time scales (up to $\approx 1$ s) in order to observe dynamics as a function of time.

$$\rho(t) = U(t, 0)\rho(0)U(t, 0)^{-1}.$$  

A propagator must be calculated in order to evolve the density matrix in time. Any evolution propagator can be calculated via the direct method given by

$$U(t_0 + \Delta t, t_0) = T \exp \left[ -i \int_{t_0}^{t_0 + \Delta t} H(t') \, dt' \right],$$  

where $T$ is the Dyson time-ordering operator. When the Hamiltonian is time-independent, the integral can be evaluated analytically in one step (a constant matrix multiplied by $\Delta t$). Consequently, the only required $O(N^3)$ operation, where $N$ is the size of the Hilbert space, is a single matrix exponential. Most liquid-state or static solid-state NMR simulations can be calculated very quickly using this method. Additional computational difficulties exist when the Hamiltonian is time-dependent. When the Hamiltonian does not commute with itself at different times, Eq. (2) can be approximated by dividing the time interval $\Delta t$ into $M$ equally spaced time intervals $\delta t$ such that $M \delta t = \Delta t$.

$$U(t_0 + \Delta t, t_0) = T \prod_{k=0}^{M-1} \exp \left[ -i H(t_0 + t_k) \delta t \right],$$  

where $T$ assures that the product is time-ordered, $\delta t$ is chosen to be much smaller than any time dependence in $H$, and the elements of $t_k$ are time points where the Hamiltonian is evaluated. Choosing the time points in $t_k$ such that they lie in the middle of each interval $\delta t$ corresponds to an implementation of the midpoint rule for Riemann sums to approximate the integral in Eq. (2).
The evaluation of $U(t_0 + \Delta t, t_0)$ using Eq. (3) requires $M$ matrix exponentiations and $M - 1$ matrix multiplications \cite{2}. Both matrix exponentiation and matrix multiplication are $O(N^3)$ operations \cite{2}. All propagators for time-dependent Hamiltonians can be numerically evaluated in this fashion. For $Q_i$, spin-$I_i$ particles, the dimension of the Hilbert space is

$$N = \prod (2I_i + 1)^{\delta_i},$$

(4)

where the index $i$ runs over each different spin number in the system. Thus, $N$ easily can become large making the number of $O(N^3)$ operations prohibitively time consuming.

Periodic Hamiltonians ($H(t) = H(t + \tau)$, where $\tau$ is the period of the modulation) appear frequently in NMR. One of the most common cases of a periodic Hamiltonian is the mechanical spinning of a sample at a constant rate and angle with respect to the static magnetic field (e.g., magic angle spinning, MAS). There are many algorithmic tricks that can be implemented in order to simplify the calculation of periodic Hamiltonians and their corresponding propagators.

Any periodic problem potentially can be solved using a Floquet treatment\cite{3,4}. However, for large Hilbert spaces or if the frequency range during the evolution is large, the Floquet method becomes too computationally demanding. This is particularly true for quadrupolar nuclei under complex radio frequency irradiation and sample spinning \cite{5} where numerous frequency modes are required to achieve a good simulation. Complex pulse sequences are also hard to manipulate in a Floquet treatment, as every pulse and density matrix evolution step must be converted to the large Floquet space. Such techniques also fail to retrieve all the information about the density matrix as it evolves through time as typically only the observable is propagated. In addition, inclusion of relaxation phenomena into a frequency space propagation further complicates the computation by increasing the number of modes required for multi-spin simulation. Many independent large complex simulations would be required to effectively simulate the most realistic spin situation using a frequency-based method.

In this paper we are interested in the time evolution of the density matrix, not the transitions in the underlying Hamiltonian. As a result, frequency-based methods will not be discussed further. The most common method for time propagation under periodic Hamiltonians is using the periodic nature of the resulting propagator \cite{6–8}. The technique is applicable only when the observation time is stroboscopic with the Hamiltonian time dependence. Fig. 1A shows a typical simulation when both the observation and Hamiltonian periodicity coincide. Such simulations are commonplace in many solid-state NMR recoupling experiments \cite{9–11}. Fig. 1B shows the case when the observation and Hamiltonian periods do not coincide. In both cases the initial propagator, $U_0$ in the figure, are calculated using Eq. (3). This preparation phase is common to all time-domain simulations. We present an algorithm that can expedite the further time propagation of the preparation phase in Fig. 1B.

Parallels can be drawn between this algorithm (the rational reduction algorithm) and lossless data compression \cite{12}. There are two steps in the algorithm, reduction and grouping. These steps are analogous to data compression and data extraction (decompression), respectively. However, they differ in their optimization goals. The goal of the rational reduction algorithm is to minimize the number of matrix multiplications, whereas in data compression the goal is to minimize the number of bytes required to store a data set.

2. Periodicity and propagator reduction

Throughout this paper, NMR is used as an example, although the technique is general, and it may be applied to any periodic time-dependent Hamiltonian. Unless the
overall Hamiltonian (including interactions, rotor spinning, and rf pulses) is periodic, the methods discussed below are invalid. The only way to achieve complete density matrix time evolution is using the direct method. A typical NMR experiment observes the system at integer multiples of time $\Delta t$. Given the Hamiltonian is periodic with period $\tau$, and the observation occurs at a rational fraction of the period $(d \tau/n)$, there are three general situations depending on the values of $m$ and $n$. These situations are shown schematically in Fig. 2. Let $m$ and $n$ be positive integers defining the rational fraction $n/m$. Restricting $m$ and $n$ such that their greatest common divisor is unity ensures optimal propagator generation. For example, the cases where $(m = 9, n = 7)$ and $(m = 81, n = 63)$ are fundamentally equivalent in the discussion below, however, the $(m = 81, n = 63)$ case is reducible to $(m = 9, n = 7)$ which requires much less computation. The denominator $m$, is the base factor, or number of subpropagators per period $\tau$. Here, a subpropagator is defined to be the propagator over a $\tau/m$ period. The subpropagators are labeled in a compact notation, where

$$U_i \equiv U\left((i+1)\frac{\tau}{m},i\frac{\tau}{m}\right).$$

The numerator, $n$, represents the number of subpropagators per observation point, and it is named the observation factor. There are $m$ observation points, spanning $n$ modulation periods, between observations that are synchronous with $\tau$. In other words, combining the observations and the Hamiltonian periodicity, an overall period of $n\tau$ can be defined. In all cases, the direct method (Eq. (3)) only has to be used to calculate the $m$ subpropagators ($U_i$) that span one period $\tau$. Next, the grouped subpropagators, $U_{G_i}$, are constructed from the initial set of subpropagators for $n > 1$.

2.1. $m = 1, n \geq 1$

The simplest way to make use of the Hamiltonian's periodicity is to realize that at each interval $n\tau$ the propagator equation can be written as

$$U(n\tau, 0) = U(\tau, 0)^n.$$

Therefore, the computationally expensive product in Eq. (3) only has to be evaluated over the interval $t = 0$ to $t = \tau$. This case provides the dynamics of the system only at specific time points $(t = n\tau)$. The $m = 1, n \geq 1$ case is well suited for rotor synchronized pulse sequences where the rf pulse sequence is commensurate with the sample rotation (in the sense that $M\tau_{seq} = N\tau_{rot}$, with integral $M, N$). Only two propagators have to be calculated and stored ($U(\tau, 0)$ and $U(\tau, 0)^n \equiv U$). The density matrix time evolution is calculated via

$$\rho(t_{i+1}) = U\rho(t_i)U^{-1}.\quad (7)$$

2.2. $m > 1, n = 1$

The second case has $m > 1$ and $n = 1$. The period $\tau$ is divided into $m$ subpropagators. The density matrix is advanced in time by one subpropagator for each observation point. There are $m$ subpropagators that need to be stored. The appropriate $U_i$ is chosen in a cyclic fashion during the density matrix time evolution

$$\rho(t_{i+1}) = U_{mod(i,m)}\rho(t_i)U_{mod(i,m)}^{-1}.\quad (8)$$

![Fig. 2. The three scenarios for observing periodic problems. The $(m,n)$ pairs correspond to the specific examples. (A) $(m = 1, n = 1)$ propagators. (B) $(m = 3, n = 1)$ propagators. (C) Subpropagator groups amenable to rational reduction $(m = 3, n = 2)$. The grouped subpropagators $U_{G1}$ correspond to series of $n$ consecutive (modulo $m$) subpropagators. In this example, $U_{G0} = U_1U_0$, $U_{G1} = U_0U_2$, and $U_{G2} = U_2U_1$.](image)
The $m > 1$ and $n = 1$ case is encountered often in NMR applications. Frequency-domain calculation algorithms such as COMPUTE [13] and $\gamma$-COMPUTE [14] use a similar calculation method as their starting point. These methods use subpropagators

$$V_i = T \prod_{j=0}^{i} U_j$$

and they use Fourier techniques to retrieve all resonance frequencies. On the other hand, the bandwidth, $D_x$, for $m > 1$ and $n = 1$ time-domain calculations is restricted to $1/(m\tau)$. 

2.3. Rational reduction; $m > 1$, $n > 1$, $(\gcd(m, n) = 1)$

In some cases, it may be necessary, or desirable, to observe the system at times $n/m\tau$, where $m > 1$ and $n > 1$. Under these conditions (including $\gcd(m, n) = 1$), the rational reduction algorithm can be performed. This algorithm can reduce substantially the number of matrix multiplications required to generate the $U_{G_i}$ propagators.

To demonstrate how the rational reduction method achieves the same result but with fewer matrix multiplications, consider a normal propagation series where $m = 9$ and $n = 7$ for a periodic system with period $\tau$. A sequence of seven subpropagators is required for each observation, and every nine observations the sequences repeat. These sequences are grouped together and given the names $U_{G_i}$ as shown in Table 1. The rows of Table 1 represent the propagator to get from the previous observation point to the current observation point, and not the total propagator, i.e., the rows contain $U((i + 1)/m\tau, i/m\tau)$ and not $U((i + 1)/m\tau, 0)$. Once these groups are formed, the problem is transformed into an analogous $m > 1$, $n = 1$ situation.

The creation of the grouped subpropagators, can be viewed as a renormalization of the original problem. Beginning with the $m$ and $n$ defined in reference to the period $\tau$, the grouping renormalizes the original $m$ and $n$ values. The renormalization maps $n$ to $1_R$, and $m$ to $m_R$, where the subscript R denotes the renormalized periodicity. The numerical value of $m$ is unchanged during the renormalization. However, after the renormalization, $m$ refers to the longer period $n\tau$ as opposed to $\tau$ prior to the renormalization. Fig. 3 shows a schematic of the renormalization procedure. Remember, the direct method (Eq. (3)) is only required for a period of $\tau$, and not $n\tau$.

![Fig. 3. Schematic of the renormalization from grouping of the subpropagators: (A) before renormalization and (B) after renormalization.](image-url)
The time evolution of the density matrix can be calculated using the following equation:

\[ \rho(t_{i+1}) = U_{G_{mod}(i,m)} \rho(t_i) U_{G_{mod}(i,m)}^{-1} \]  

(10)

The only difference between Eqs. (8) and (10) is the addition of the subscript \( G \) denoting the use of a group of subpropagators in the latter equation instead of an individual subpropagator in the former equation.

As shown in Table 1, \( m \) subpropagators \( (U_i) \), spanning the time interval \( t = 0 \) to \( t = \tau \) in steps of \( \tau/m \), are needed to calculate the \( m \) grouped subpropagators \( (U_{G_i}) \). The \( U_{G_i}s \), which span time steps of \( (n\tau)/m \), can be calculated simply by time-ordered products of the \( U/s \). This naive approach is used as the reference point for evaluating the efficiency of the rational reduction.

The most intensive computation is the calculation of the initial \( m \) subpropagators. This calculation is unavoidable, and it uses the direct method (Eq. (3)). The rational reduction algorithm presented here minimizes the number of matrix multiplications used to generate the \( m \) grouped subpropagators starting from the \( U/s \). There are two optimization methods used in the first stage of the rational reduction algorithm, sequence reduction and time shifting reduction.

2.3.1. Case 1: \( m > n \), sequence reduction

If \( m > n \) (e.g., \( m = 9 \) and \( n = 7 \), as shown in Table 1), the \( n \) subpropagator sequences for each \( U_{G_i} \) are reformulated into new sequences using a pattern matching algorithm. The new sequences contain one matrix for \( U_{G_0} \); two matrices for \( U_{G_1} \) through \( U_{G_{(m-2)}} \); and one matrix for \( U_{G_{(m-1)}} \), unless \( m = n + 1 \), in which case there are two matrices. The pattern matching is tantamount to the encryption of information in fewer symbols. This reduction method trades computational cost (matrix multiplications) for an increase in memory storage. For example, in Table 1, the sequence \( U_5 U_7 \) appears six times. If that sequence was stored the first time it was calculated and subsequently recalled as needed, five matrix multiplications would be saved. All possible sequences are considered in the sequence reduction method. After matching the series of \( n \) subpropagators with one or two sequences, the number of matrix multiplications needed to generate the \( U_{G_i} \) sequences is often dramatically reduced. This point will be described more quantitatively in the following section.

There are several possible types of sequences. Sequences with the form \( U_1 U_{m-1} \cdots U_1 U_0 \), called forward sequences, are denoted by \( F_i \). Similarly, backward sequences, denoted by \( B_i \), have the form \( U_{m-1} U_{m-2} \cdots U_{m-1} U_{m-1} \). Despite several redundancies in this naming scheme, the rational reduction algorithm does not compute or store redundant matrices. The redundancies include \( U_{m-1} U_{m-2} \cdots U_1 U_0 = F_{m-1} = B_0 \) which is a complete cycle and is named \( U_C \); \( F_0 = U_C \); and \( B_{m-1} = U_{m-1} \). Inverse forward sequences and inverse backward sequences are introduced in order to save additional matrix multiplications.

As previously mentioned, \( U_C \) can be calculated as either a forward sequence, or a backward sequence. Assuming \( U_C \) is calculated as a forward sequence. Initially, \( U_1 U_0 \) must be calculated, and it could be stored as \( F_1 \), followed by \( F_2 = U_2 F_1 \), \( F_3 = U_3 F_2 \), etc. The forward sequences are considered “free,” in the sense that they require only extra memory, and not additional computational cost. The backward sequences, \( U_{m-1} U_{m-2} \cdots \) are not free, as they do not have to be calculated as a part of another calculation. Therefore, assuming the backward sequences are calculated in an analogous fashion as the forward sequences (e.g., \( B_{m-2} = U_{m-1} U_{m-2} \), \( B_{m-3} = B_{m-2} U_{m-3} \)), the backward sequences cost one matrix multiplication and one matrix multiplication for each sequence.

Alternatively, \( U_C \) could be calculated from backward sequences. In which case, the \( B_i \)s are free, and the \( F_i \)s cost one matrix storage and one matrix multiplication each. The inverse sequences are calculated on-the-fly, as needed. No inverse sequence is used more than once in the calculation of a set \( U_{G_i}s \). The inverse sequences are needed only when the corresponding forward or backward sequences are used elsewhere. The inverse sequences do not require any additional \( O(N^3) \) matrix operations since the inverse of a unitary matrix is equal to the adjoint. The inverse can be computed as an \( O(N^2) \) process (complex conjugate transpose), and not an \( O(N^3) \) process (generalized matrix inversion). The inverse sequences are needed only when the corresponding forward or backward sequences are used for other calculations. Finally, only a subset of the forward and backward sequences is necessary to compute the subpropagator groups.

2.3.2. Case 2: \( m < n \), time shifting reduction

The second reduction method in the rational reduction algorithm has a simple solution that requires no additional matrices to be stored. The first group is calculated via

\[ U_{G_0} = F_{\text{mod}(n-1,m)}(U_C)^{\text{floor}(n/m)}. \]  

(11)

Even though a forward sequence is shown in Eq. (11), it does not need to be stored explicitly. Next, the remaining \( m-1 \) \( U_{G_i}s \) are calculated (possibly out of numerical order) by shifting them in time. The time shifting can be implemented by shifting forward or backward one subpropagator each step. The remaining \( U_{G_i}s \) can be generated recursively using Eq. (12) for forward time shifting, or Eq. (13) for backward time shifting.

\[ U_{G_{(\text{order}(j))}} = U_{\text{mod}(m-1,n)+j,m} U_{G_{(\text{order}(j-1))}} U_{j-1}^{-1}, \]  

(12)

\[ U_{G_{(\text{order}(j))}} = U_{\text{mod}(n-j,m)} U_{G_{(\text{order}(j-1))}} U_{m-j}, \]  

(13)
where the index \( j \) runs from 1 to \( m - 1 \), and \( \text{order}_F \) and \( \text{order}_B \) are lists whose elements correspond to the order that the grouped subpropagators are calculated.

\[
\text{order}_F(\text{mod}(j \text{mod}(n, m), m)) = j, \tag{14}
\]

\[
\text{order}_B(\text{mod}(m^2 - j \text{mod}(n, m), m)) = j. \tag{15}
\]

An example where \( m = 5 \) and \( n = 12 \) is shown in Table 2. The top half of Table 2 demonstrates forward time shifting, while the bottom half demonstrates backward time shifting. There are \( m \) different possible starting positions for a sequence of an arbitrary length \( n \). This time shifting method requires \( 2(m - 1) \) matrix multiplications to calculate the final \( m - 1 \) grouped subpropagators.

### 3. Results and discussion

The two methods for the reduction step (sequence reduction or time shifting reduction) in the rational reduction algorithm do not require any actual propagators. They only use the indices of the subpropagators and the labels for the various types of sequences. Given \( m \) and \( n \), the optimization is performed via one of the reduction methods. After the reduction stage determines the optimized scheme to produce the grouped subpropagators, the second step of the algorithm generates the grouped subpropagators. A C++ class RationalReduction is given in the BlochLib [15] distribution that contains routines to perform both steps of the algorithm.

The reduction step (sequence reduction or time shifting reduction) only needs to be performed once per simulation, independent of both the number of crystallite orientations in a powder average and the dimension of the Hilbert space. For these reasons, the overhead of having to perform the reduction step becomes increasingly negligible as the size of the Hilbert space increases and/or as the number of orientations in a powder average increases.

The results from the sequence reduction for the example where \( m = 9 \), and \( n = 7 \) are shown in Table 3. Comparing the left column of Table 1 to the right column of Table 3 for the sequence reduction, or the two left-most columns in Table 2 for time shifting reduction, demonstrate the parallels with data compression.

In the \( m = 9, n = 7 \) example, one inverse sequence is used. The number of inverse sequences used is zero for \( n = 2 \), and \( m - n - 1 \) for \( n > 2 \). The efficiency of the rational reduction versus the naive method was evaluated in terms of matrix multiplications and memory storage by calculating all combinations of the positive integers \( m \) and \( n \) less than 160 that satisfy the condition \( \gcd(m, n) = 1 \).

The contour plot in Fig. 4 illustrates the efficiency of the rational reduction method. The formulae in Eq. (16) return the number of matrix multiplications, \( M(m, n) \), used to generate \( U_C \) and \( U_G \). Eq. (16) exactly matches all calculated values, yet it does not have the restriction that \( \gcd(m, n) = 1 \).

\[
M(m, n) = \begin{cases} 
3(m - 1) + \text{floor}((n/m); & m < n, \\
2(m - 1); & m \geq n, n = 2, \\
2(m - 1) + \text{ceil}((m + n)/2) - 3; & m \geq n, n > 2.
\end{cases} \tag{16}
\]

The top formula in Eq. (16) is also valid for \( m > n \) when the time shifting reduction is used. The naive method for

---

<table>
<thead>
<tr>
<th>Subpropagator group</th>
<th>Reduced series</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U_{G0} )</td>
<td>( F_1 )</td>
</tr>
<tr>
<td>( U_{G1} )</td>
<td>( F_2F_1 )</td>
</tr>
<tr>
<td>( U_{G2} )</td>
<td>( F_2F_1 )</td>
</tr>
<tr>
<td>( U_{G3} )</td>
<td>( F_2B_1 )</td>
</tr>
<tr>
<td>( U_{G4} )</td>
<td>( F_1U_{U_0}^{-1} )</td>
</tr>
<tr>
<td>( U_{G5} )</td>
<td>( F_1U_{U_0} )</td>
</tr>
<tr>
<td>( U_{G6} )</td>
<td>( F_2B_1 )</td>
</tr>
<tr>
<td>( U_{G7} )</td>
<td>( F_2B_1 )</td>
</tr>
<tr>
<td>( U_{G8} )</td>
<td>( B_2 )</td>
</tr>
</tbody>
</table>

---

### Table 2

Time shifting reduction for \( m = 5 \) and \( n = 12 \)

<table>
<thead>
<tr>
<th>Reduced format</th>
<th>Subpropagator group</th>
<th>Index ( j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U_{G0} U_{G1} U_{G2} U_{G3} U_{G4} U_{G5} U_{G6} U_{G7} U_{G8} )</td>
<td>( F_1 U_{U_0} U_{U_0}^{-1} )</td>
<td>1</td>
</tr>
<tr>
<td>( U_{G0} U_{G1} U_{G2} U_{G3} U_{G4} U_{G5} U_{G6} U_{G7} U_{G8} )</td>
<td>( U_{G0} )</td>
<td>1</td>
</tr>
<tr>
<td>( U_{G0} U_{G1} U_{G2} U_{G3} U_{G4} U_{G5} U_{G6} U_{G7} U_{G8} )</td>
<td>( U_{G0} )</td>
<td>1</td>
</tr>
<tr>
<td>( U_{G0} U_{G1} U_{G2} U_{G3} U_{G4} U_{G5} U_{G6} U_{G7} U_{G8} )</td>
<td>( U_{G0} )</td>
<td>1</td>
</tr>
</tbody>
</table>

---

### Table 3

A reduced set of propagators for \( m = 9 \) and \( n = 7 \) produced using the rational reduction algorithm (sequence reduction)
generating the $U_C$ and the $U_{GiS}$ takes $m \times n - 1$ matrix multiplications.

The optimal solution from the sequence reduction for $m > n$ and $n > 2$ requires approximately $m + n$ additional matrices (the forward and backward sequences) to be stored in memory while the $U_{GiS}$ are calculated. Although the time shifting reduction uses no additional memory storage, it requires approximately $(m - n)/2$ more matrix multiplications than the sequence reduction (for $m > n$). The dashed contour lines in Fig. 4 correspond to the reduction efficiency using the time shifting algorithm when $m > n$. A modified form of the sequence reduction could be used when $m < n$, however, the sequence reduction never uses fewer matrix multiplications than the time shifting reduction. This fact, combined with the extra memory requirements for the sequence reduction and more complicated implementation, makes the time shifting reduction the method of choice for $m < n$.

Up to this point the efficiency of the rational reduction has been measured in terms of the number of matrix multiplications. In practice, however, the speed (and accuracy) of the computation is all that matters. Some factors that affect computational performance include the memory requirements and memory management, the matrix multiplication library, the programming language implementation of the algorithm, computer hardware, and the compiler and/or compiler options used. Many of these factors are outside the scope of the discussion of the rational reduction algorithm, nevertheless, measures have been taken to use fast library functions (e.g., ATLAS [16] and BlochLib [15]) and to write efficient code for the implementation of the rational reduction algorithm. Fig. 5 shows the actual speed improvements that can be realized by using the rational reduction algorithm when grouping subpropagators. The data in Fig. 5 are in good agreement with Fig. 4, suggesting the time to perform the reduction step is negligible, since the computation time is primarily determined by the number of matrix multiplication that need to be performed (at least for larger Hilbert space dimensions).

The sequence reduction (both the reduction step and the grouping step) is substantially more complicated than the time shifting reduction. As a consequence of the differences in the complexity of the algorithms, the fastest reduction and grouping method may not be the method that uses the fewest matrix multiplications. Some general recommendations for choosing which method to use include: Time shifting reduction should be used whenever $m < n$. For $n = 2$, use the naive approach for grouping. For small $n$ values ($n \leq 4$), again the naive approach for grouping may be faster than either of the reduction methods. Time shifting reduction is often the fastest method when $m > n$, despite the fact that it uses more matrix multiplications than the sequence reduction method. Regardless of these recommendations, a quick test to determine which method performs the best for each combination of $m$, $n$, and $N$ with $m > n$ and $n > 2$ should be performed. There is a dependence on the size of the Hilbert space, $N$. The details of the implementation of the rational reduction
In order to demonstrate the rational reduction in a specific example, a spin system that models manganese decacarbonyl, Mn$_2$(CO)$_{10}$, was used. The spin system includes two coupled $I = 5/2$ which has a Hilbert space dimension of $36 \times 36$. The dipole–dipole coupling between the two Mn nuclei is 305 Hz (calculated using the internuclear distance from X-ray diffraction data [17]). The other couplings used were 3.01 MHz quadrupolar coupling and 65 Hz isotropic $J$ coupling [18]. The quadrupolar–dipole cross-term was neglected. The “isotropic” projection from the 3QMAS (triple quantum version of the multiple-quantum MAS [19]) spectrum was calculated.

Instead of calculating a full 2D data set with evolution under a multiple-quantum coherence during $t_1$ and evolution under single-quantum coherence during $t_2$, as is collected experimentally, the desired spectrum was calculated from a 1D data set that traverses the two time domains with a slope of $t_2 = (19/12)t_1$. Calculating this 1D data set across the two time domains reduces the amount of computation to less than what would be required for three slices of the 2D data set (a potential saving of several orders of magnitude).

The ratio $19/12$ is determined by ratio of the expansion coefficients for the rank 4 terms of the second-order quadrupolar Hamiltonian under triple- and single-quantum coherences (for $I = 5/2$ nuclei) [19]. After evolution under two different coherences for the appropriate times (according to the aforementioned ratio), the inhomogeneous broadening caused by the rank 4 terms of the second-order quadrupolar Hamiltonian is removed. The rank 2 terms are removed by MAS, leaving a resonance that is not broadened by anisotropic quadrupolar interactions.

The calculation of the isotropic dimension without using the rational reduction algorithm for 1154 crystal–orientations took approximately 877 s, whereas using rational reduction to group the propagators took 829 s (a 6% improvement). A similar experiment using rational reduction to group the propagators took approximately 877 s, whereas using rational reduction in the BlochLib library. The rank 2 terms are removed by MAS, minimizing the number of matrix multiplications and matrix exponentiations involved in calculating long time spin dynamics. For off-period observations, a new algorithm is presented that minimizes the number of matrix multiplications used to calculate the grouped subpropagators. This rational reduction technique can provide vast speed improvements for the calculations of the grouped subpropagators needed for time-domain observations of the density matrix. Determination of the reduction itself is a fast procedure using only integer labels, and its computation time is generally negligible compared to the computation time of the propagators.
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**4. Conclusions**

The rational reduction algorithm is applicable to the generation of any set of grouped subpropagators (i.e., $m > 1$, $n > 1$, $\gcd(m,n) = 1$). The algorithm can decrease the time for calculations by reducing the number of matrix multiplications to generate the grouped subpropagators. Rational reduction is useful for time-domain calculations where the elements in the density matrix are of interest, and not just the energy levels of the Hamiltonian.

Fully exploiting the periodicity of a time-dependent Hamiltonian can dramatically reduce the number of matrix multiplications and matrix exponentiations involved in calculating long time spin dynamics. For off-period observations, a new algorithm is presented that minimizes the number of matrix multiplications used to calculate the grouped subpropagators. This rational reduction technique can provide vast speed improvements for the calculations of the grouped subpropagators needed for time-domain observations of the density matrix. Determination of the reduction itself is a fast procedure using only integer labels, and its computation time is generally negligible compared to the computation time of the propagators.